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## NOMENCLATURE

$\boldsymbol{R} \quad=$ real set of events
$\boldsymbol{\mathcal { M }}=$ imaginary set of events
C = complex set of events
$i \quad=$ the imaginary number where $i=\sqrt{-1}$ or $i^{2}=-1$
EKA = Extended Kolmogorov's Axioms
$C P P=$ Complex Probability Paradigm
$P_{\text {rob }}=$ probability of any event
$P_{r} \quad=$ probability in the real set $\boldsymbol{R}=$ probability of convergence in $\boldsymbol{R}$
$P_{m} \quad=$ probability in the imaginary set $\boldsymbol{\mathcal { M }}$ corresponding to the real probability in $\boldsymbol{\mathcal { R }}=$ probability of divergence in $\boldsymbol{\mathcal { M }}$
Pc = probability of an event in $\boldsymbol{R}$ with its associated complementary event in $\boldsymbol{\mathcal { M }}=$ probability in the complex probability set $\boldsymbol{C}$
$z \quad=$ complex probability number $=$ sum of $P_{r}$ and $P_{m}=$ complex random vector
DOK $=|z|^{2}=$ the degree of our knowledge of the random system or experiment, it is the square of the norm of $z$
Chf = the chaotic factor of $z$
MChf = magnitude of the chaotic factor of $z$
$n \quad=$ number of random vectors $=$ the random sample size
$S_{n} \quad=$ the random sample mean of size $n$
$Z \quad=$ the resultant complex random vector $=\sum_{j=1}^{n} z_{j}$
$D O K_{Z}=\frac{|Z|^{2}}{n^{2}}=$ the degree of our knowledge of the whole stochastic system
$C h f_{Z}=\frac{C h f}{n^{2}}=$ the chaotic factor of the whole stochastic system
$M C h f_{Z}=$ magnitude of the chaotic factor of the whole stochastic system
$Z_{U} \quad=$ the resultant complex random vector corresponding to a uniform random distribution
$D O K_{Z_{U}}=$ the degree of our knowledge of the whole stochastic system corresponding to a
uniform random distribution
$\operatorname{Chf}_{Z_{U}}=$ the chaotic factor of the whole stochastic system corresponding to a uniform random distribution
$M C h f_{Z_{U}}=$ the magnitude of the chaotic factor of the whole stochastic system corresponding to a uniform random distribution
$P c_{U} \quad=$ probability in the complex probability set $\boldsymbol{C}$ of the whole stochastic system corresponding to a uniform random distribution
CLT = Central Limit Theorem
I. Introduction

Firstly, in this introductory section an overview of the central limit theorem will be done. In probability theory, the central limit theorem ( $C L T$ ) establishes that, in some situations, when independent random variables are added, their properly normalized sum tends toward a normal distribution (informally a bell-shaped curve) even if the original variables themselves are not normally distributed. The theorem is a key concept in probability theory because it implies that probabilistic and statistical methods that work for normal distributions can be applicable to many problems involving other types of distributions.

Mathematically, if $x_{1}, x_{2}, \ldots, x_{n}$ is a random sample of size $n$ taken from a population with mean $\mu$ and finite variance $\sigma^{2}$ and if $S_{n}$ is the sample mean, the limiting form of the distribution of $\Xi=\left(\frac{S_{n}-\mu}{\sigma / \sqrt{n}}\right)$ as $n \rightarrow+\infty$, is the standard normal distribution $N(0,1)=\Phi(\xi / \sigma)$ [1]. For example, suppose that a sample is obtained containing many observations, each observation being randomly generated in a way that does not depend on the values of the other observations, and that the arithmetic mean of the observed values is computed. If this procedure is performed many times, the central limit theorem says that the probability distribution of the average will closely approximate a normal distribution. A simple example of this is that if one flips a coin many times, the probability of getting a given number of heads will approach a normal distribution, with the mean equal to half the total number of flips. At the limit of an infinite number of flips, it will equal a normal distribution.

The central limit theorem has several variants. In its common form, the random variables must be identically distributed. In variants, convergence of the mean to the normal distribution also occurs for non-identical distributions or for non-independent observations, if they comply with certain conditions. The earliest version of this theorem, that the normal distribution may be used as an approximation to the binomial distribution, is the De Moivre-Laplace theorem.

The Dutch mathematician Henk Tijms writes [2]:
"The central limit theorem has an interesting history. The first version of this theorem was postulated by the French-born mathematician Abraham De Moivre who, in a remarkable article published in 1733, used the normal distribution to approximate the distribution of the number of heads resulting from many tosses of a fair coin. This finding was far ahead of its time, and was nearly forgotten until the famous French mathematician Pierre-Simon Laplace rescued it from obscurity in his monumental work "Théorie analytique des probabilités", which was published in 1812. Laplace expanded De Moivre's finding by approximating the binomial distribution with the normal distribution. But as with De Moivre, Laplace's finding received little attention in his own time. It was not until the nineteenth century was at an end that the importance of the central limit theorem was discerned, when, in 1901, Russian mathematician Aleksandr Lyapunov defined it in general terms and proved precisely how it worked mathematically. Nowadays, the central limit theorem is considered to be the unofficial sovereign of probability theory."

Moreover, Sir Francis Galton described the Central Limit Theorem in this way [3]:
"I know of scarcely anything so apt to impress the imagination as the wonderful form of cosmic order expressed by the "Law of Frequency of Error". The law would have been personified by the Greeks and deified, if they had known of it. It reigns with serenity and in complete self-effacement, amidst the wildest confusion. The huger the mob, and the greater the apparent anarchy, the more perfect is its sway. It is the supreme law of Unreason. Whenever a large sample of chaotic elements are taken in hand and marshalled in the order of their magnitude, an unsuspected and most beautiful form of regularity proves to have been latent all along."

Additionally, the actual term "Central Limit Theorem" (in German: "zentraler Grenzwertsatz") was first used by George Pólya in 1920 in the title of a paper [4,5]. Pólya referred to the theorem as "central" due to its importance in probability theory. According to Le Cam, the French school of probability interprets the word central in the sense that "it describes the behavior of the center of the distribution as opposed to its tails" [5]. The abstract of the paper On the central limit theorem of calculus of probability and the problem of moments by Pólya [4] in 1920 translates as follows:
"The occurrence of the Gaussian probability density $1=e^{-x^{2}}$ in repeated experiments, in errors of measurements, which result in the combination of very many and very small elementary errors, in diffusion processes etc., can be explained, as is well-known, by the very same limit theorem, which plays a central role in the calculus of probability. The actual discoverer of this limit theorem is to be named Laplace; it is likely that its rigorous proof was first given by Tschebyscheff and its sharpest formulation can be found, as far as I am aware of, in an article by Liapounoff. ..."

A thorough account of the theorem's history, detailing Laplace's foundational work, as well as Cauchy's, Bessel's and Poisson's contributions, is provided by Hald [6]. Two historical accounts, one covering the development from Laplace to Cauchy, the second the contributions by von Mises, Pólya, Lindeberg, Lévy, and Cramér during the 1920s, are given by Hans Fischer [7]. Le Cam describes a period around 1935 [5]. Bernstein [8] presents a historical discussion focusing on the work of Pafnuty Chebyshev and his students Andrey Markov and Aleksandr Lyapunov that led to the first proofs of the CLT in a general setting.

Through the 1930s, progressively more general proofs of the Central Limit Theorem were presented. Many natural systems were found to exhibit Gaussian distributions-a typical example being height distributions for humans. When statistical methods such as analysis of variance became established in the early 1900s, it became increasingly common to assume underlying Gaussian distributions [9].

A curious footnote to the history of the Central Limit Theorem is that a proof of a result similar to the 1922 Lindeberg $C L T$ was the subject of Alan Turing's 1934 Fellowship Dissertation for King's
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College at the University of Cambridge. Only after submitting the work did Turing learn it had already been proved. Consequently, Turing's dissertation was not published [10-22].

Finally, and to conclude, this research work is organized as follows: After the introduction in section I, the purpose and the advantages of the present work are presented in section II. Afterward, in section III, we will summarize the complex probability paradigm with its original parameters and with a brief interpretation. In section IV, the De Moivre-Laplace theorem will be explained. In section V, the Poisson theorem will be clarified. In section VI, the Central Limit Theorem will be presented. In section VII, I will extend the Central Limit Theorem to the imaginary and complex probability sets and hence link this concept to my novel complex probability paradigm. Moreover, in this section, I will prove the convergence in CLT using the concept of the resultant complex random vector $Z$. Furthermore, in section VIII a flowchart of the complex probability paradigm and CLT prognostic model will be drawn. Additionally, in section IX, the simulations of CLT will be accomplished in the discrete and continuous cases. Finally, I conclude the work by doing a comprehensive summary in section X , and then present the list of references cited in the current research work.

## II. The Purpose and the Advantages of The Present Work

In this section we will present the purpose and the advantages of the current research work. Calculating probabilities is the crucial task of classical probability theory. Adding supplementary dimensions to nondeterministic experiments will yield a deterministic expression of the theory of probability. This is the novel and original idea at the foundations of my complex probability paradigm. As a matter of fact, probability theory is a stochastic system of axioms in its essence; that means that the phenomena outputs are due to randomness and chance. By adding novel imaginary dimensions to the nondeterministic phenomenon happening in the set $\mathcal{R}$ will lead to a deterministic phenomenon and thus a stochastic experiment will have a certain output in the complex probability set $\boldsymbol{C}$. If the chaotic experiment becomes completely predictable then we will be fully capable to predict the output of random events that arise in the real world in all stochastic processes. Accordingly, the task that has been achieved here was to extend the random real probabilities set $\boldsymbol{R}$ to the deterministic complex probabilities set $\mathcal{C}=\boldsymbol{R}+\boldsymbol{\mathcal { M }}$ and this by incorporating the contributions of the set $\boldsymbol{\mathcal { M }}$ which is the complementary imaginary set of probabilities to the set $\mathscr{R}$. Consequently, since this extension reveals to be successful, then an innovative paradigm of stochastic sciences and prognostic was put forward in which all nondeterministic phenomena in $\mathfrak{R}$ was expressed deterministically in $\mathcal{C}$. I coined this novel model by the term "The Complex Probability Paradigm" that was initiated and established in my fourteen earlier research works. [23-36]

Accordingly, the advantages and the purpose of the present paper are to:
1- Extend the theory of classical probability to cover the complex numbers set, hence to connect the probability theory to the field of complex variables and analysis. This task was started and elaborated in my earlier fourteen papers.

2- Apply the novel probability axioms and paradigm to the CLT.
3- Show that all nondeterministic phenomena can be expressed deterministically in the complex probabilities set which is $\boldsymbol{\mathcal { C }}$.

4- Compute and quantify both the degree of our knowledge and the chaotic factor in CLT.
5- Represent and show the graphs of the functions and parameters of the innovative paradigm related to CLT.
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6- Demonstrate that the classical concept of probability is permanently equal to one in the set of complex probabilities; hence, no chaos, no randomness, no ignorance, no uncertainty, no unpredictability, no nondeterminism, and no disorder exist in:

$$
\mathcal{C}(\text { complex set })=\mathscr{R}(\text { real set })+\mathcal{M}(\text { imaginary set }) .
$$

7- Prove the convergence in the stochastic $C L T$ in an original way by using the newly defined axioms and paradigm.

8- Pave the way to implement this inventive model to other topics in prognostics and to the field of stochastic processes. These will be the goals of my future research works.

Concerning some applications of the original elaborated paradigm and as a future work, it can be applied to any random phenomena using $C L T$ methods whether in the discrete or in the continuous cases.

Furthermore, compared with existing literature, the main contribution of the present research work is to apply the novel paradigm of complex probability to the concepts and techniques of the stochastic CLT methods and simulations as well as to prove the convergence in CLT in a novel and original way. The next figure illustrates the major purposes and objectives of the Complex Probability Paradigm (CPP) (Figure 1).


Figure 1: The diagram of the main purposes of the Complex Probability Paradigm
III. The Complex Probability Paradigm [23-36] [37-68]

### 3.1 The Original Andrey Nikolaevich Kolmogorov System of Axioms

The simplicity of Kolmogorov's system of axioms may be surprising. Let $E$ be a collection of elements $\left\{E_{1}, E_{2}, \ldots\right\}$ called elementary events and let $F$ be a set of subsets of $E$ called random events. The five axioms for a finite set $E$ are:

Axiom 1: $F$ is a field of sets.
Axiom 2: $F$ contains the set $E$.
Axiom 3: A non-negative real number $P_{\text {rob }}(A)$, called the probability of $A$, is assigned to each set $A$ in $F$. We have always $0 \leq P_{r o b}(A) \leq 1$.
Axiom 4: $P_{r o b}(E)$ equals 1.
Axiom 5: If $A$ and $B$ have no elements in common, the number assigned to their union is:

$$
P_{r o b}(A \cup B)=P_{r o b}(A)+P_{r o b}(B)
$$

hence, we say that $A$ and $B$ are disjoint; otherwise, we have:

$$
P_{r o b}(A \cup B)=P_{r o b}(A)+P_{r o b}(B)-P_{r o b}(A \cap B)
$$

And we say also that: $P_{\text {rob }}(A \cap B)=P_{r o b}(A) \times P_{\text {rob }}(B / A)=P_{\text {rob }}(B) \times P_{r o b}(A / B)$ which is the conditional probability. If both $A$ and $B$ are independent then: $P_{r o b}(A \cap B)=P_{r o b}(A) \times P_{r o b}(B)$.

Moreover, we can generalize and say that for $N$ disjoint (mutually exclusive) events $A_{1}, A_{2}, \ldots, A_{j}, \ldots, A_{N}$ (for $1 \leq j \leq N$ ), we have the following additivity rule:

$$
P_{r o b}\left(\bigcup_{j=1}^{N} A_{j}\right)=\sum_{j=1}^{N} P_{\text {rob }}\left(A_{j}\right)
$$

And we say also that for $N$ independent events $A_{1}, A_{2}, \ldots, A_{j}, \ldots, A_{N}$ (for $1 \leq j \leq N$ ), we have the following product rule:

$$
P_{\text {rob }}\left(\bigcap_{j=1}^{N} A_{j}\right)=\prod_{j=1}^{N} P_{r o b}\left(A_{j}\right)
$$

### 3.2 Adding the Imaginary Part $\mathcal{M}$

Now, we can add to this system of axioms an imaginary part such that:
Axiom 6: Let $P_{m}=i \times\left(1-P_{r}\right)$ be the probability of an associated complementary event in $\mathcal{M}$ (the imaginary part) to the event $A$ in $\mathcal{R}$ (the real part). It follows that $P_{r}+P_{m} / i=1$ where $i$ is the imaginary number with $i=\sqrt{-1}$ or $i^{2}=-1$.
Axiom 7: We construct the complex number or vector $Z=P_{r}+P_{m}=P_{r}+i\left(1-P_{r}\right)$ having a norm $|Z|$ such that:

$$
|Z|^{2}=P_{r}^{2}+\left(P_{m} / i\right)^{2} .
$$

Axiom 8: Let $P c$ denote the probability of an event in the complex probability universe $\boldsymbol{\mathcal { C }}$ where $\mathcal{C}=\boldsymbol{R}+\boldsymbol{\mathcal { M }}$. We say that $P c$ is the probability of an event $A$ in $\boldsymbol{R}$ with its associated complementary event in $\boldsymbol{\mathcal { M }}$ such that:

$$
P c^{2}=\left(P_{r}+P_{m} / i\right)^{2}=|Z|^{2}-2 i P_{r} P_{m} \text { and is always equal to } 1 .
$$

We can see that by taking into consideration the set of imaginary probabilities we added three new and original axioms and consequently the system of axioms defined by Kolmogorov was hence expanded to encompass the set of imaginary numbers.

To summarize the novel paradigm, we state that in the real probability universe $\mathcal{R}$ our degree of our certain knowledge is undesirably imperfect and hence unsatisfactory, thus we extend our analysis to the set of complex numbers $\boldsymbol{\mathcal { C }}$ which incorporates the contributions of both the set of real probabilities which is $\boldsymbol{R}$ and the complementary set of imaginary probabilities which is $\boldsymbol{\mathcal { M }}$. Afterward, this will yield an absolute and perfect degree of our knowledge in the probability universe $\mathcal{C}=\mathcal{R}+\boldsymbol{\mathcal { M }}$ because $P c=1$ constantly. As a matter of fact, the work in the complex universe $\boldsymbol{\mathcal { C }}$ gives way to a sure prediction of any stochastic experiment, because in $\boldsymbol{\mathcal { C }}$ we remove and subtract from the computed degree of our knowledge the measured chaotic factor. This will generate a probability in the universe $\mathcal{C}$ equal to $1\left(P c^{2}=D O K-C h f=D O K+M C h f=1=P c\right)$. Many illustrations taking into consideration numerous continuous and discrete probability distributions in my fourteen previous research papers confirm this hypothesis and innovative paradigm [23-36]. The Extended Kolmogorov Axioms (EKA for short) or the Complex Probability Paradigm ( $C P P$ for short) can be shown and summarized in the next illustration (Figure 2):


Figure 2: The $E K A$ or the $C P P$ summarized illustration

## IV. The De Moivre-Laplace Theorem [69-71]

In probability theory, the De Moivre-Laplace theorem, which is a special case of the central limit theorem, states that the normal distribution may be used as an approximation to the binomial distribution under certain conditions. In particular, the theorem shows that the probability mass function of the random number of "successes" observed in a series of $n$ independent Bernoulli trials, each having a probability $p$ of success and a probability $q=1-p$ of failure (a binomial distribution with $n$ trials), converges to the probability density function of the normal distribution with mean $n p$ and standard deviation $\sqrt{n p(1-p)}=\sqrt{n p q}$, as $n$ grows large, assuming $p$ is not 0 or 1 .

The theorem appeared in the second edition of The Doctrine of Chances by Abraham De Moivre, published in 1738. Although De Moivre did not use the term "Bernoulli trials", he wrote about the probability distribution of the number of times "heads" appears when a coin is tossed 3600 times.

This is one derivation of the particular Gaussian function used in the normal distribution.
Mathematically, as $n$ grows large, for $k$ in the neighborhood of $n p$ we can approximate

$$
P_{\text {rob }}(X=k)=\binom{n}{k} p^{k} q^{n-k} \simeq \frac{1}{\sqrt{2 \pi n p q}} e^{-\frac{(k-n p)^{2}}{2 n p q}}
$$

Where $p+q=1, \quad p, q>0$
And $\binom{n}{k}={ }_{n} C_{k}=C(n, k)=\frac{n!}{k!(n-k)!}$ is the binomial coefficient.
In the sense that the ratio of the left-hand side to the right-hand side converges to 1 as $n \rightarrow+\infty$.

## V. The Poisson Distribution and the CLT [72-75]

In probability theory and statistics, the Poisson distribution, named after the French mathematician Siméon Denis Poisson is a discrete probability distribution that expresses the probability of a given number of events occurring in a fixed interval of time or space if these events occur with a known constant mean rate and independently of the time since the last event. The Poisson distribution can also be used for the number of events in other specified intervals such as distance, area or volume. The Poisson distribution is popular for modeling the number of times an event occurs in an interval of time or space.
A discrete random variable $X$ is said to have a Poisson distribution with parameter $\lambda>0$, if, for $k=0,1,2, \ldots,+\infty$, the probability mass function of $X$ is given by:

$$
f(k ; \lambda)=P_{r o b}(X=k)=\frac{\lambda^{k} e^{-\lambda}}{k!}
$$

Where,
$e$ is Euler's number or the basis of logarithms ( $e=2.71828 \ldots$...)
and $k!$ is the factorial of $k$.
The positive real number $\lambda$ is equal to the expected value of $X$ and also to its variance:

$$
\lambda=\mathrm{E}(X)=\operatorname{Var}(X)
$$

The Poisson distribution can be applied to systems with a large number of possible events, each of which is rare. The number of such events that occur during a fixed time interval is, under the right circumstances, a random number with a Poisson distribution.

The Poisson distribution can be derived as a limiting case to the binomial distribution as the number of trials goes to infinity and the expected number of successes remains fixed. Therefore, it can be used as an approximation of the binomial distribution if $n$ is sufficiently large and $p$ is sufficiently small. There is a rule of thumb stating that the Poisson distribution is a good approximation of the binomial distribution if $n$ is at least 20 and $p$ is smaller than or equal to 0.05 , and an excellent approximation if $n \geq 100$ and $n p \leq 10$. The cumulative distribution functions of the Poisson and Binomial distributions are related in the following way:

$$
F_{\text {Binomial }}(k ; n, p) \simeq F_{\text {Poisson }}(k ; \lambda=n p)
$$

For sufficiently large values of $\lambda$, (say $\lambda>1000$ ), the normal distribution with mean $\lambda$ and variance $\lambda$ (standard deviation $=\sqrt{\lambda}$ ) is an excellent approximation to the Poisson distribution. If $\lambda$ is greater than about 10, then the normal distribution is a good approximation if an appropriate continuity correction is performed. The cumulative distribution functions of the Poisson and Normal distributions are related in the following way:

$$
F_{\text {Poisson }}(x ; \lambda=n p) \simeq F_{\text {Normal }}\left(x ; \mu=\lambda, \sigma^{2}=\lambda\right)
$$

## VI. The Classical Central Limit Theorem [13]

Let $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a random sample of size $n$, that is, a sequence of independent and identically distributed random variables drawn from a distribution of expected value given by $\mu$ and finite variance given by $\sigma^{2}$. Suppose we are interested in the sample average which is:

$$
S_{n}=\frac{x_{1}+x_{2}+\ldots+x_{n}}{n}
$$

of these random variables. By the law of large numbers, the sample averages converge in probability and almost surely to the expected value $\mu$ as $n \rightarrow+\infty$. The classical central limit theorem describes the size and the distributional form of the stochastic fluctuations around the deterministic number $\mu$ during this convergence. More precisely, it states that as $n$ gets larger, the distribution of the difference between the sample average $S_{n}$ and its limit $\mu$, when multiplied by the factor $\sqrt{n}$ (that is $\sqrt{n}\left(S_{n}-\mu\right)$ ), approximates the normal distribution with mean 0 and variance $\sigma^{2}$. For large enough $n$, the distribution of $S_{n}$ is close to the normal distribution with mean $\mu$ and variance $\sigma^{2} / n$ hence with a standard deviation $\sigma / \sqrt{n}$. The usefulness of the theorem is that the distribution of $\sqrt{n}\left(S_{n}-\mu\right)$ approaches normality regardless of the shape of the distribution of the individual $x_{j}$. Formally, the theorem can be stated as follows:

Lindeberg-Lévy CLT: Suppose $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ is a sequence of independent and identically distributed random variables with $\mathrm{E}\left[x_{j}\right]=\mu$ and $\operatorname{Var}\left[x_{j}\right]=\sigma^{2}<+\infty, \forall j: 1 \leq j \leq n$.
Then as $n$ approaches infinity, the random variables $\sqrt{n}\left(S_{n}-\mu\right)$ converge in distribution to a normal distribution $N\left(0, \sigma^{2}\right)$ :

$$
\sqrt{n}\left(S_{n}-\mu\right) \rightarrow N\left(0, \sigma^{2}\right)
$$

In the case $\sigma>0$, convergence in distribution means that the cumulative distribution functions of $\sqrt{n}\left(S_{n}-\mu\right)$ converge pointwise to the cumulative distribution function (CDF) of the $N\left(0, \sigma^{2}\right)$ distribution: for every real number $\xi$,

$$
\lim _{n \rightarrow+\infty} P_{r o b}\left[\sqrt{n}\left(S_{n}-\mu\right) \leq \xi\right]=\lim _{n \rightarrow+\infty} P_{r o b}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right]=\Phi\left(\frac{\xi}{\sigma}\right)
$$

where $\Phi(\xi)$ is the standard normal $C D F$ evaluated at $\xi$. The convergence is uniform in $\xi$ in the sense that:

$$
\lim _{n \rightarrow+\infty} \sup _{\xi \in R}\left|P_{\text {rob }}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right]-\Phi\left(\frac{\xi}{\sigma}\right)\right|=0
$$

where 'sup' denotes the least upper bound (or supremum) of the set.

## VII. The Resultant Complex Random Vector Z of CPP and the Central Limit Theorem [23-36] [76-95]

A powerful tool will be described in the current section which was developed in my personal previous research papers and which is founded on the concept of a complex random vector that is a vector combining the real and the imaginary probabilities of a random outcome, defined in the three added axioms of $C P P$ by the term $z_{j}=P_{r j}+P_{m j}$. Accordingly, we will define the vector $Z$ as the resultant complex random vector which is the sum of all the complex random vectors $z_{j}$ in the complex probability plane $\boldsymbol{\mathcal { C }}$. This procedure is illustrated by considering first a general Bernoulli distribution, then we will discuss a discrete probability distribution with $n$ equiprobable random vectors as a general case. In fact, if $z$ represents one vector from the uniform distribution $U$, then $Z_{U}$ represents the whole system of vectors from the uniform distribution $U$ that means the whole random distribution in the complex probability plane $\boldsymbol{C}$. So, it follows directly that a Bernoulli distribution can be understood as a simplified system or population with two random variables (section 7.1), whereas the general case is a random system or population with $n$ random variables (section 7.2). Afterward, I will prove the convergence in CLT using this new powerful concept and tool (section 7.3).

### 7.1 The Resultant Complex Random Vector Z of a General Bernoulli Distribution (A Distribution with Two Random Variables)

First, let us consider the following general Bernoulli distribution and let us define its complex random vectors and their resultant (Table 1):

Table 1: A general Bernoulli distribution in $\boldsymbol{R}, \boldsymbol{\mathcal { M }}$, and $\boldsymbol{\mathcal { C }}$

| Outcome | $x_{j}$ | $x_{1}$ | $x_{2}$ |
| :---: | :---: | :---: | :---: |
| In $\mathscr{R}$ | $P_{r j}$ | $P_{r 1}=p$ | $P_{r 2}=q$ |
| In $\mathcal{M}$ | $P_{m j}$ | $P_{m 1}=i(1-p)=i q$ | $P_{m 2}=i(1-q)=i p$ |
| In $\mathcal{C}=\mathcal{R}+\mathcal{M}$ | $z_{j}$ | $z_{1}=P_{r 1}+P_{m 1}$ | $z_{2}=P_{r 2}+P_{m 2}$ |

Where,
$x_{1}$ and $x_{2}$ are the outcomes of the first and second random vectors respectively.
$P_{r 1}$ and $P_{r 2}$ are the real probabilities of $x_{1}$ and $x_{2}$ respectively.
$P_{m 1}$ and $P_{m 2}$ are the imaginary probabilities of $x_{1}$ and $x_{2}$ respectively.
We have

$$
\sum_{j=1}^{2} P_{r j}=P_{r 1}+P_{r 2}=p+q=1
$$

and

$$
\begin{aligned}
\sum_{j=1}^{2} P_{m j} & =P_{m 1}+P_{m 2}=i q+i p=i(1-p)+i p \\
& =i-i p+i p=i=i(2-1)=i(n-1)
\end{aligned}
$$

Where $n$ is the number of random vectors or outcomes which is equal to 2 for a Bernoulli distribution.

The complex random vector corresponding to the random outcome $x_{1}$ is:

$$
z_{1}=P_{r 1}+P_{m 1}=p+i(1-p)=p+i q
$$

The complex random vector corresponding to the random outcome $x_{2}$ is:

$$
z_{2}=P_{r 2}+P_{m 2}=q+i(1-q)=q+i p
$$

The resultant complex random vector is defined as follows:

$$
\begin{aligned}
Z & =\sum_{j=1}^{2} z_{j}=z_{1}+z_{2}=\sum_{j=1}^{2} P_{r j}+\sum_{j=1}^{2} P_{m j} \\
& =(p+i q)+(q+i p)=(p+q)+i(p+q) \\
& =1+i=1+i(2-1) \\
\Rightarrow & Z=1+i(n-1)
\end{aligned}
$$

The probability $P c_{1}$ in the complex plane $\boldsymbol{\mathcal { C }}=\boldsymbol{R}+\boldsymbol{\mathcal { M }}$ which corresponds to the complex random vector $z_{1}$ is computed as follows:

$$
\begin{aligned}
& \left|z_{1}\right|^{2}=P_{r 1}^{2}+\left(P_{m 1} / i\right)^{2}=p^{2}+q^{2} \\
& C h f_{1}=-2 P_{r 1} P_{m 1} / i=-2 p q \\
& \Rightarrow P c_{1}^{2}=\left|z_{1}\right|^{2}-C h f_{1} \\
& \quad=p^{2}+q^{2}+2 p q=(p+q)^{2}=1^{2}=1 \\
& \Rightarrow P c_{1}=1
\end{aligned}
$$

This is coherent with the three novel complementary axioms defined for the $C P P$.
Similarly, $P c_{2}$ corresponding to $z_{2}$ is:

$$
\begin{aligned}
& \left|z_{2}\right|^{2}=P_{r 2}^{2}+\left(P_{m 2} / i\right)^{2}=q^{2}+p^{2} \\
& C h f_{2}=-2 P_{r 2} P_{m 2} / i=-2 q p \\
& \Rightarrow P c_{2}^{2}=\left|z_{2}\right|^{2}-C h f_{2} \\
& \quad=q^{2}+p^{2}+2 q p=(q+p)^{2}=1^{2}=1 \\
& \Rightarrow P c_{2}=1
\end{aligned}
$$

The probability $P c$ in the complex plane $\boldsymbol{e}$ which corresponds to the resultant complex random vector $Z=1+i$ is computed as follows:

$$
\begin{aligned}
& |Z|^{2}=\left(\sum_{j=1}^{2} P_{r j}\right)^{2}+\left(\sum_{j=1}^{2} P_{m j} / i\right)^{2}=1^{2}+1^{2}=2 \\
& C h f=-2 \sum_{j=1}^{2} P_{r j} \sum_{j=1}^{2} P_{m j} / i=-2(1)(1)=-2 \\
& \text { Let } s^{2}=|Z|^{2}-C h f=2+2=4 \Rightarrow s=2 \\
& \Rightarrow P c^{2}=\frac{s^{2}}{n^{2}}=\frac{|Z|^{2}-C h f}{n^{2}}=\frac{|Z|^{2}}{n^{2}}-\frac{C h f}{n^{2}}=\frac{4}{2^{2}}=\frac{4}{4}=1 \\
& \Rightarrow P c=\frac{s}{n}=\frac{2}{2}=1
\end{aligned}
$$

Where $s$ is an intermediary quantity used in our computation of $P C$.
$P c$ is the probability corresponding to the resultant complex random vector $Z$ in the probability universe $\mathcal{C}=\boldsymbol{R}+\boldsymbol{\mathcal { M }}$ and is also equal to 1 . Actually, $Z$ represents both $z_{1}$ and $z_{2}$ that means the whole distribution of random vectors of the general Bernoulli distribution in the complex plane $\boldsymbol{C}$ and its probability $P c$ is computed in the same way as $P c_{1}$ and $P c_{2}$.

By analogy, for the case of one random vector $z_{j}$ we have:

$$
P c_{j}^{2}=\left|z_{j}\right|^{2}-\operatorname{Chf}_{j} \quad \text { with }(n=1) .
$$

In general, for the vector $Z$ we have:

$$
P c^{2}=\frac{|Z|^{2}}{n^{2}}-\frac{C h f}{n^{2}} ; \quad(n \geq 1)
$$

Where the degree of our knowledge of the whole distribution is equal to $D O K_{Z}=\frac{|Z|^{2}}{n^{2}}$, its relative chaotic factor is $C h f_{Z}=\frac{C h f}{n^{2}}$, and its relative magnitude of the chaotic factor is $M C h f_{Z}=\left|C h f_{Z}\right|$ Notice, if $n=1$ in the previous formula, then:

$$
P c^{2}=\frac{|Z|^{2}}{n^{2}}-\frac{C h f}{n^{2}}=D O K_{Z}-C h f_{Z}=\frac{|Z|^{2}}{1^{2}}-\frac{C h f}{1^{2}}=|Z|^{2}-C h f=\left|z_{j}\right|^{2}-C h f_{j}=P c_{j}^{2}
$$

which is coherent with the calculations already done.
To illustrate the concept of the resultant complex random vector $Z$, I will use the following graph (Figure 3).


Figure 3: The resultant complex random vector $Z=z_{1}+z_{2}$ for a general Bernoulli distribution in the complex probability plane $\boldsymbol{\mathcal { C }}$

### 7.2 The General Case: A Discrete Distribution with n Equiprobable Random Vectors (A Uniform Distribution $U$ with $n$ Random Variables)

As a general case, let us consider then this discrete probability distribution with $n$ equiprobable random vectors which is a discrete uniform probability distribution $U$. In fact, let $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a random sample of size $n$, that is, a sequence of independent and identically distributed random variables drawn from a distribution or a population of expected value given by $\mu$ and finite variance given by $\sigma^{2}$. Since all random variables have an equal probability to be chosen in the sample from the population then we have a discrete uniform probability distribution $U$ (Table 2):

Table 2: A discrete uniform distribution with $n$ equiprobable random vectors in $\boldsymbol{R}, \boldsymbol{\mathcal { M }}$, and $\boldsymbol{\mathcal { C }}$

| Outcome | $x_{j}$ | $x_{1}$ | $x_{2}$ | $\ldots$ | $x_{n}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| In $\mathscr{R}$ | $P_{r j}$ | $P_{r 1}=\frac{1}{n}$ | $P_{r 2}=\frac{1}{n}$ | $\ldots$ | $P_{r n}=\frac{1}{n}$ |
| In $\mathcal{M}$ | $P_{m j}$ | $P_{m 1}=i\left(1-\frac{1}{n}\right)$ | $P_{m 2}=i\left(1-\frac{1}{n}\right)$ | $\ldots$ | $P_{m n}=i\left(1-\frac{1}{n}\right)$ |
| In $\mathcal{C}=\mathscr{R}+\mathcal{M}$ | $z_{j}$ | $z_{1}=P_{r 1}+P_{m 1}$ | $z_{2}=P_{r 2}+P_{m 2}$ | $\ldots$ | $z_{n}=P_{r n}+P_{m n}$ |

We have here in $\mathcal{C}=\mathcal{R}+\mathcal{M}$ :

$$
\begin{gathered}
z_{j}=P_{r j}+P_{m j}, \quad \forall j: 1 \leq j \leq n, \\
\text { and } z_{1}=z_{2}=\ldots=z_{n}=\frac{1}{n}+\frac{i(n-1)}{n} \\
\Rightarrow Z_{U}=\sum_{j=1}^{n} z_{j}=z_{1}+z_{2}+\ldots+z_{n}=n z_{j}=n\left(\frac{1}{n}+\frac{i(n-1)}{n}\right)=1+i(n-1)
\end{gathered}
$$

Moreover, we can notice that: $\left|z_{1}\right|=\left|z_{2}\right|=\cdots=\left|z_{n}\right|$, hence,

$$
\left|Z_{U}\right|=\left|z_{1}+z_{2}+\ldots+z_{n}\right|=n\left|z_{1}\right|=n\left|z_{2}\right|=\ldots=n\left|z_{n}\right|
$$

$\Rightarrow\left|Z_{U}\right|^{2}=n^{2}\left|z_{j}\right|^{2}=n^{2}\left(\frac{1}{n^{2}}+\frac{(n-1)^{2}}{n^{2}}\right)=1+(n-1)^{2}$, where $1 \leq j \leq n$;
And

$$
\begin{aligned}
C h f=n^{2} \times C h f_{j} & =-2 \times P_{r j} \times\left(P_{m j} / i\right) \times n^{2}=-2 n^{2} \times\left(\frac{1}{n}\right)\left(\frac{n-1}{n}\right)=-2(1)(n-1)=-2(n-1) \\
& \Rightarrow s^{2}=\left|Z_{U}\right|^{2}-C h f=1+(n-1)^{2}+2(n-1)=[1+(n-1)]^{2}=n^{2}
\end{aligned}
$$

$\Rightarrow P c_{U}^{2}=\frac{s^{2}}{n^{2}}=\frac{n^{2}}{n^{2}}=1$

$$
=\frac{\left|Z_{U}\right|^{2}}{n^{2}}-\frac{C h f}{n^{2}}=\frac{1+(n-1)^{2}}{n^{2}}-\frac{-2(n-1)}{n^{2}}=\frac{1+(n-1)^{2}+2(n-1)}{n^{2}}=\frac{[1+(n-1)]^{2}}{n^{2}}=\frac{n^{2}}{n^{2}}=1
$$

$\Rightarrow P c_{U}=1$
Where $s$ is an intermediary quantity used in our computation of $P c_{U}$.
Therefore, the degree of our knowledge corresponding to the resultant complex vector $Z_{U}$ representing the whole uniform distribution is:

$$
\operatorname{DOK}_{Z_{U}}=\frac{\left|Z_{U}\right|^{2}}{n^{2}}=\frac{1+(n-1)^{2}}{n^{2}},
$$

and its relative chaotic factor is:

$$
\operatorname{Chf}_{Z_{U}}=\frac{\operatorname{Chf}}{n^{2}}=-\frac{2(n-1)}{n^{2}},
$$

Similarly, its relative magnitude of the chaotic factor is:

$$
M C h f_{Z_{U}}=\left|\operatorname{Chf}_{Z_{U}}\right|=\left|\frac{\operatorname{Chf}}{n^{2}}\right|=\left|-\frac{2(n-1)}{n^{2}}\right|=\frac{2(n-1)}{n^{2}} .
$$

Thus, we can verify that we have always:

$$
P c_{U}^{2}=\frac{\left|Z_{U}\right|^{2}}{n^{2}}-\frac{\operatorname{Chf}}{n^{2}}=\operatorname{DOK}_{Z_{U}}-\operatorname{Chf}_{Z_{U}}=\operatorname{DOK}_{Z_{U}}+M C h f_{Z_{U}}=1 \Leftrightarrow P c_{U}=1
$$

What is important here is that we can notice the following fact. Take for example:

$$
\begin{aligned}
& n=2 \Rightarrow D O K_{Z_{U}}=\frac{1+(2-1)^{2}}{2^{2}}=0.5 \text { and } C h f_{Z_{U}}=\frac{-2(2-1)}{2^{2}}=-0.5 \\
& n=4 \Rightarrow D O K_{Z_{U}}=\frac{1+(4-1)^{2}}{4^{2}}=0.625 \geq 0.5 \text { and } C h f_{Z_{U}}=\frac{-2(4-1)}{4^{2}}=-0.375 \geq-0.5 \\
& n=5 \Rightarrow D O K_{Z_{U}}=\frac{1+(5-1)^{2}}{5^{2}}=0.68 \geq 0.625 \text { and } C h f_{Z_{U}}=\frac{-2(5-1)}{5^{2}}=-0.32 \geq-0.375 \\
& n=10 \Rightarrow D O K_{Z_{U}}=\frac{1+(10-1)^{2}}{10^{2}}=0.82 \geq 0.68 \text { and } C h f_{Z_{U}}=\frac{-2(10-1)}{10^{2}}=-0.18 \geq-0.32 \\
& n=100 \Rightarrow D O K_{Z_{U}}=\frac{1+(100-1)^{2}}{100^{2}}=0.9802 \geq 0.82 \text { and } C h f_{Z_{U}}=\frac{-2(100-1)}{100^{2}}=-0.0198 \geq-0.18 \\
& n=1000 \Rightarrow D O K_{Z_{U}}=\frac{1+(1000-1)^{2}}{1000^{2}}=0.998002 \geq 0.9802 \text { and } \\
& \qquad C h f_{Z_{U}}=\frac{-2(1000-1)}{1000^{2}}=-0.001998 \geq-0.0198 \\
& n=1000000 \Rightarrow D O K_{Z_{U}}=\frac{1+(1000000-1)^{2}}{(1000000)^{2}}=0.999998 \geq 0.998002 \text { and } \\
& C h f_{Z_{U}}=\frac{-2(1000000-1)}{(1000000)^{2}}=-0.000001999998 \geq-0.001998
\end{aligned}
$$

We can deduce mathematically using calculus that:

$$
\begin{aligned}
& \lim _{n \rightarrow+\infty} \frac{\left|Z_{U}\right|^{2}}{n^{2}}=\lim _{n \rightarrow+\infty} D O K_{Z_{U}}=\lim _{n \rightarrow+\infty} \frac{1+(n-1)^{2}}{n^{2}}=1, \\
& \text { and } \lim _{n \rightarrow+\infty} \frac{C h f}{n^{2}}=\lim _{n \rightarrow+\infty} C h f_{Z_{U}}=\lim _{n \rightarrow+\infty}-\frac{2(n-1)}{n^{2}}=0 .
\end{aligned}
$$

From the above, we can also deduce this conclusion:
As much as $n$ increases, as much as the degree of our knowledge in $\boldsymbol{R}$ corresponding to the resultant complex vector is perfect and absolute, that means, it is equal to one, and as much as the chaotic factor that prevents us from foretelling exactly and totally the outcome of the stochastic phenomenon in $\boldsymbol{R}$ approaches zero. Mathematically we state that: If $n$ tends to infinity then the degree of our knowledge in $\mathscr{R}$ tends to one and the chaotic factor tends to zero.

### 7.3 The Convergence in the CLT using Z and CPP

Let $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a random sample of size $n$, that is, a sequence of independent and identically distributed random variables drawn from a distribution of expected value given by $\mu$ and finite variance given by $\sigma^{2}$. Suppose we are interested in the sample average which is:

$$
S_{n}=\frac{x_{1}+x_{2}+\ldots+x_{n}}{n}
$$

And let $P_{r}=P_{\text {rob }}($ Convergence in $C L T)=\frac{P_{\text {rob }}\left[\left(\sqrt{n}\left(S_{n}-\mu\right) / \sigma\right) \leq(\xi / \sigma)\right]}{\Phi\left(\frac{\xi}{\sigma}\right)}$
Subsequently, if $\lim _{n \rightarrow+\infty} C h f_{Z_{U}}=0$ then $\lim _{n \rightarrow+\infty} C h f_{C L T}=0$ (the Chaotic factor in $C L T$ ), therefore:
$\Leftrightarrow \lim _{n \rightarrow+\infty} \operatorname{Chf} f_{C L T}=\lim _{n \rightarrow+\infty}\left[2 i P_{r} P_{m}\right]=\lim _{n \rightarrow+\infty}\left[-2 P_{r} P_{m} / i\right]=0$ since $i^{2}=-1$ hence $i=-\frac{1}{i}$
$\Leftrightarrow\left\{\begin{array}{c}P_{r} \rightarrow 0 \\ \mathrm{OR} \\ P_{m} / i \rightarrow 0\end{array} \Leftrightarrow\left\{\begin{array}{c}P_{r} \rightarrow 0 \\ \mathrm{OR} \\ P_{r}=1-P_{m} / i \rightarrow 1-0=1\end{array}\right.\right.$
$\Leftrightarrow\left\{\begin{array}{l}P_{\text {rob }}(\text { Convergence in } C L T) \rightarrow 0 \\ \mathrm{OR} \\ P_{\text {rob }}(\text { Convergence in } C L T) \rightarrow 1\end{array}\right.$
that means:

1) either the simulation and the random sampling have not started yet that means:

$$
\begin{aligned}
P_{r}=P_{\text {rob }}(\text { Convergence in } C L T) & =\frac{P_{\text {rob }}\left[\left(\sqrt{n}\left(S_{n}-\mu\right) / \sigma\right) \leq(\xi / \sigma)\right]}{\Phi\left(\frac{\xi}{\sigma}\right)} \rightarrow 0 \\
& \Leftrightarrow P_{r o b}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right] \rightarrow 0
\end{aligned}
$$

2) or the $C L T$ algorithm output and $\sqrt{n}\left(S_{n}-\mu\right)$ have converged that means:

$$
\begin{aligned}
P_{r}=P_{\text {rob }}(\text { Convergence in } C L T) & =\frac{P_{\text {rob }}\left[\left(\sqrt{n}\left(S_{n}-\mu\right) / \sigma\right) \leq(\xi / \sigma)\right]}{\Phi\left(\frac{\xi}{\sigma}\right)} \rightarrow 1 \\
& \Leftrightarrow P_{r o b}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right] \rightarrow \Phi\left(\frac{\xi}{\sigma}\right)
\end{aligned}
$$

that means also:

$$
\lim _{n \rightarrow+\infty} \sup _{\xi \in R}\left|P_{\text {rob }}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right]-\Phi\left(\frac{\xi}{\sigma}\right)\right|=0
$$

And $\sqrt{n}\left(S_{n}-\mu\right) \rightarrow N\left(0, \sigma^{2}\right)$, in other words, the random variables $\sqrt{n}\left(S_{n}-\mu\right)$ converge in distribution to a normal distribution $N\left(0, \sigma^{2}\right)$, as predicted by $C L T$.

This is due to the fact that $C h f_{C L T}=0$ in only two places which are: $n=0$ and $n \rightarrow+\infty$.

Additionally, if $\lim _{n \rightarrow+\infty} D O K_{Z_{U}}=1$ then $\lim _{n \rightarrow+\infty} D O K_{C L T}=1$ (the Degree of Our Knowledge in CLT), and since $P c^{2}=D O K-C h f=1$ from $C P P$, therefore:

$$
\begin{aligned}
& \Leftrightarrow \lim _{n \rightarrow+\infty} D O K_{C L T}=\lim _{n \rightarrow+\infty}\left[1+C h f_{C L T}\right]=1+\lim _{n \rightarrow+\infty} C h f_{C L T}=\lim _{n \rightarrow+\infty}\left[P_{r}^{2}+\left(P_{m} / i\right)^{2}\right]=\lim _{n \rightarrow+\infty}\left[1-2 P_{r} P_{m} / i\right]=1 \\
& \Leftrightarrow\left\{\begin{array} { l } 
{ P _ { r } \rightarrow 0 } \\
{ \text { OR } } \\
{ P _ { m } / i \rightarrow 0 }
\end{array} \Leftrightarrow \left\{\begin{array}{c}
P_{r} \rightarrow 0 \\
\text { OR } \\
P_{r}=1-P_{m} / i \rightarrow 1-0=1
\end{array}\right.\right. \\
& \Leftrightarrow\left\{\begin{array}{l}
P_{\text {rob }}(\text { Convergence in } C L T) \rightarrow 0 \\
\text { OR } \\
P_{\text {rob }}(\text { Convergence in } C L T) \rightarrow 1
\end{array}\right.
\end{aligned}
$$

that means we have reached the same conclusions as above since $D O K_{C L T}=1$ in only two places which are: $n=0$ and $n \rightarrow+\infty$.

Furthermore, for $n=1 \Rightarrow \frac{|Z|^{2}}{n^{2}}=D O K_{Z_{U}}=\frac{1+(1-1)^{2}}{1^{2}}=1 \Rightarrow D O K_{C L T}=1$

$$
\text { And } \frac{C h f}{n^{2}}=C h f_{Z_{U}}=\frac{-2(1-1)}{1^{2}}=0 \Rightarrow C h f_{C L T}=0
$$

This means that we have a random experiment or sample with only one outcome or vector, hence, either $P_{r}=0$ (always diverging) or $P_{r}=1$ (always converging), that means we have respectively either an impossible event or a sure event in $\mathfrak{R}$. Consequently, we have surely the degree of our knowledge equal to one (perfect experiment knowledge) and the chaotic factor equal to zero (no chaos) since the random experiment is either respectively uncertain or certain which is absolutely logical.

Consequently, what we have done here is that we have proved the law of large numbers (already discussed in the published paper [28]) as well as the convergence in the CLT using CPP. In fact, as it is very well-known in the classical probability theory and statistics, the law of large numbers is tightly related and linked to the CLT. Here CPP comes and proves both of them in a novel and original way. The following figures (Figures 4 and 5) show the convergence of $C h f_{Z_{U}}$ to 0 and of $D O K_{Z_{U}}$ to 1 as functions of the size $n$ of the random sample.


Figure 4: $C h f_{Z_{U}}, D O K_{Z_{U}}$, and $P c_{U}$, as functions of $n$ in 2D


Figure 5: $C h f_{z_{V}}, D O K_{Z_{V}}$, and $P c_{U}$, as functions of $n$ in 3D

## VIII. Flowchart of the Complex Probability Paradigm and CLT Prognostic Model

The following flowchart summarizes all the procedures of the proposed complex probability paradigm prognostic model:


In fact, the proposed complex probability paradigm and prognostic model starts by determining the sample size and simulation cycles $n$ taken from a population of observations. Then after determining the probability distribution taken into consideration (binomial, Poisson, Gaussian, Standard Normal, etc.) we apply accordingly the central limit theorem. Moreover, we calculate the random sample mean $S_{n}$ at each simulation cycle $n$ where $0 \leq n \leq N$. Consequently, at each instance of $n$, we compute all the novel parameters of the complex probability paradigm $(C P P)$ and $C L T$ which are: $P_{r}, P_{m}, P_{m} / i, D O K, C h f, M C h f, P c$, and $Z$. After reaching the boundary value $N$ for the simulation we exit the loop and draw all the corresponding parameters. This will help us greatly to prove, to quantify, and to illustrate all the functions of the original model and to do as well prognosis. Knowing that this methodology will be applied throughout the whole following section dedicated for simulations.

## IX. The Simulation of the New Paradigm

Let us consider thereafter some stochastic distributions and theorems to simulate the Central Limit Theorem and to draw, to visualize, as well as to quantify all the CPP and prognostic parameters related to it. Note that all the numerical values found in the simulations of the new paradigm for any sample size and simulation cycles $n$ were computed using the MATLAB version 2020 software. We have considered for this purpose a high capacity computer system: a workstation computer with parallel microprocessors, a 64 -Bit operating system, and a $64-\mathrm{GB}$ RAM.

### 9.1 The Simulation of the De Moivre-Laplace Theorem and CPP

The real convergence probability:

$$
\begin{aligned}
P_{r}(X) & =P_{r o b}(X \leq x)=\sum_{k=0}^{x}\binom{n}{k} p^{k} q^{n-k} \\
& =\text { Cumulative distribution function }(C D F) \text { of the binomial distribution. }
\end{aligned}
$$

Where
$x$ is a special instance or occurrence of the binomial random variable $X$
$0 \leq k \leq x: k=0,1,2, \ldots, x$
$0 \leq x \leq n: x=0,1,2, \ldots, n$
$p+q=1, \quad p, q>0$
and $\binom{n}{k} p^{k} q^{n-k} \simeq \frac{1}{\sqrt{2 \pi n p q}} e^{-\frac{(k-n p)^{2}}{2 n p q}} \quad$ if $n \rightarrow+\infty$
with
$E(X)=\mu=n p, \operatorname{Var}(X)=\sigma^{2}=n p q$, and $\operatorname{Std} . \operatorname{Deviation}(X)=\sigma=\sqrt{\operatorname{Var}(X)}=\sqrt{n p q}$
We have $0 \leq X \leq n$ where $X=0$ corresponds to the instant before the beginning of the random experiment when $P_{r}(X \leq 0)=\sum_{k=0}^{x=0}\binom{n}{k} p^{k} q^{n-k}=0$, and $X=n$ corresponds to the instant at the end of the random binomial experiment and simulation when:
$P_{r}(X \leq n)=\sum_{k=0}^{x=n}\binom{n}{k} p^{k} q^{n-k}=(p+q)^{n}=1^{n}=1$ by the binomial theorem.

The imaginary complementary divergence probability:

$$
P_{m}(X)=i\left[1-P_{\text {rob }}(X \leq x)\right]=i\left[1-\sum_{k=0}^{x}\binom{n}{k} p^{k} q^{n-k}\right]=i P_{\text {rob }}(X>x)=i \sum_{k=x+1}^{n}\binom{n}{k} p^{k} q^{n-k}
$$

The real complementary divergence probability:

$$
P_{m}(X) / i=1-P_{r o b}(X \leq x)=1-\sum_{k=0}^{x}\binom{n}{k} p^{k} q^{n-k}=P_{r o b}(X>x)=\sum_{k=x+1}^{n}\binom{n}{k} p^{k} q^{n-k}
$$

The complex probability and random vector:

$$
\begin{aligned}
Z(X)=P_{r}(X)+P_{m}(X) & =\sum_{k=0}^{x}\binom{n}{k} p^{k} q^{n-k}+i\left[1-\sum_{k=0}^{x}\binom{n}{k} p^{k} q^{n-k}\right] \\
& =\sum_{k=0}^{x}\binom{n}{k} p^{k} q^{n-k}+i \sum_{k=x+1}^{n}\binom{n}{k} p^{k} q^{n-k}
\end{aligned}
$$

The Degree of Our Knowledge:

$$
\begin{aligned}
\operatorname{DOK}(X) & =|Z(X)|^{2}=P_{r}^{2}(X)+\left[P_{m}(X) / i\right]^{2}=\left[\sum_{k=0}^{x}\binom{n}{k} p^{k} q^{n-k}\right]^{2}+\left[1-\sum_{k=0}^{x}\binom{n}{k} p^{k} q^{n-k}\right]^{2} \\
& =1+2 i P_{r}(X) P_{m}(X)=1-2 P_{r}(X)\left[1-P_{r}(X)\right]=1-2 P_{r}(X)+2 P_{r}^{2}(X) \\
& =1-2 \sum_{k=0}^{x}\binom{n}{k} p^{k} q^{n-k}+2\left[\sum_{k=0}^{x}\binom{n}{k} p^{k} q^{n-k}\right]^{2}
\end{aligned}
$$

$\operatorname{DOK}(X)$ is equal to 1 when $P_{r}(X)=P_{r}(X \leq 0)=0$ and when $P_{r}(X)=P_{r}(X \leq n)=1$
The Chaotic Factor:

$$
\begin{aligned}
\operatorname{Chf}(X) & =2 i P_{r}(X) P_{m}(X)=-2 P_{r}(X)\left[1-P_{r}(X)\right]= \\
& =-2 \sum_{k=0}^{x}\binom{n}{k} p^{k} q^{n-k}+2\left[\sum_{k=0}^{x}\binom{n}{k} p^{k} q^{n-k}\right]^{2}
\end{aligned}
$$

$\operatorname{Chf}(X)$ is null when $P_{r}(X)=P_{r}(X \leq 0)=0$ and when $P_{r}(X)=P_{r}(X \leq n)=1$.

The Magnitude of the Chaotic Factor MChf:
$\operatorname{MChf}(X)=|\operatorname{Chf}(X)|=-2 i P_{r}(X) P_{m}(X)=2 P_{r}(X)\left[1-P_{r}(X)\right]=2 P_{r}(X)-2 P_{r}^{2}(X)$

$$
=2 \sum_{k=0}^{x}\binom{n}{k} p^{k} q^{n-k}-2\left[\sum_{k=0}^{x}\binom{n}{k} p^{k} q^{n-k}\right]^{2}
$$

$\operatorname{MChf}(X)$ is null when $P_{r}(X)=P_{r}(X \leq 0)=0$ and when $P_{r}(X)=P_{r}(X \leq n)=1$.
At any value of the random variable $X: 0 \leq \forall X \leq n$, the probability expressed in the complex probability set $\boldsymbol{e}$ is the following:

$$
\begin{aligned}
P c^{2}(X) & =\left[P_{r}(X)+P_{m}(X) / i\right]^{2}=|Z(X)|^{2}-2 i P_{r}(X) P_{m}(X) \\
& =\operatorname{DOK}(X)-\operatorname{Chf}(X) \\
& =\operatorname{DOK}(X)+\operatorname{MCh}(X) \\
& =1
\end{aligned}
$$

then,
$P c^{2}(X)=\left[P_{r}(X)+P_{m}(X) / i\right]^{2}=\left\{P_{r}(X)+\left[1-P_{r}(X)\right]\right\}^{2}=1^{2}=1 \Leftrightarrow P c(X)=1$ always.
Hence, the prediction of the convergence probabilities of the stochastic experiments in the set $\mathcal{C}$ is permanently certain.

In the simulations, we take $p=q=0.5$ and we have the following binomial distribution characteristics for the different values of $n$ considered:

For $n=8, \mu=8 \times 0.5=4, \sigma^{2}=8 \times 0.5 \times 0.5=2 \Rightarrow \sigma=\sqrt{2}=1.41421 \ldots$
For $n=12, \mu=12 \times 0.5=6, \sigma^{2}=12 \times 0.5 \times 0.5=3 \Rightarrow \sigma=\sqrt{3}=1.73205 \ldots$
For $n=16, \mu=16 \times 0.5=8, \sigma^{2}=16 \times 0.5 \times 0.5=4 \Rightarrow \sigma=\sqrt{4}=2$
For $n=32, \mu=32 \times 0.5=16, \sigma^{2}=32 \times 0.5 \times 0.5=8 \Rightarrow \sigma=\sqrt{8}=2.82842 \ldots$
For $n=50, \mu=50 \times 0.5=25, \sigma^{2}=50 \times 0.5 \times 0.5=12.5 \Rightarrow \sigma=\sqrt{12.5}=3.53553 \ldots$
For $n=100, \mu=100 \times 0.5=50, \sigma^{2}=100 \times 0.5 \times 0.5=25 \Rightarrow \sigma=\sqrt{25}=5$
For $n=10^{6}, \mu=10^{6} \times 0.5=500000, \sigma^{2}=10^{6} \times 0.5 \times 0.5=250000 \Rightarrow \sigma=\sqrt{250000}=500$


Figure 6: The De Moivre-Laplace Theorem and $C P P$ for a sample of size $n=8$


Figure 7: The De Moivre-Laplace Theorem and $C P P$ for a sample of size $n=12$


Figure 8: The De Moivre-Laplace Theorem and $C P P$ for a sample of size $n=50$


Figure 9: The increasing convergence of the binomial distribution to the std. normal distribution for a sample of size $n=8$


Figure 10: The increasing convergence of the binomial distribution to the std. normal distribution for a sample of size $n=16$


Figure 11: The increasing convergence of the binomial distribution to the std. normal distribution for a sample of size $n=32$


Figure 12: The increasing convergence of the binomial distribution to the std. normal distribution for a sample of size $n=100$


Figure 13: The increasing convergence of the binomial distribution to the std. normal distribution for a sample of size $n=1000000$


Figure 14: The increasing convergence of the binomial distribution to the std. normal distribution for a sample of size $n=1000000$ (Zoom In)

After considering the De Moivre-Laplace theorem, hence the binomial distribution, we can deduce a value of $P_{r}(X)$ for each value of the random variable $X$ and for each value of the random sample size $n$. Figures 6, 7, and 8 illustrate all the new prognostic model functions and prove all the mathematical derivations. We have computed and ploted for a special set of $P_{r}(X)$ all the $C P P$ parameters and components and which are: $\operatorname{Chf}(X), \operatorname{MCh}(X), \operatorname{DOK}(X), \operatorname{Pc}(X), P_{m}(X) / i$, and showed how to calculate the correpsonding $Z(X)$. This is achieved with an increasing value of $n$ by taking into consideration the cases $n=8,12$, and 50 to illustrate the paradigm.

Furthermore, as it was verified and demonstrated in the original model, when $n=0$ (before the random simulation beginning) and at $n$ (when the simulation converges) then the degree of our knowledge ( $D O K$ ) is 1 and the chaotic factor ( $C h f$ and $M C h f$ ) is 0 since the stochastic effects and fluctuations have either not started yet or they have finished their task on the random experiment and simulation. We note from these figures that the $D O K$ is maximum $(D O K=1)$ when absolute value of $C h f$ which is $M C h f$ is minimum ( $M C h f=0$ ), that means when the magnitude of the chaotic factor (MChf) decreases our certain knowledge (DOK) increases. Subsequently, MChf begins to grow during the simulation due to the intrinsic conditions thus leading to a decrease in DOK until they both reach 0.5 at $n / 2$ in all possible cases. During the course of the nondeterministic and stochastic experiment ( $n>0$ ) we have: $0.5 \leq D O K<1,-0.5 \leq C h f<0$, and $0<M C h f \leq 0.5$. The real cumulative convergence probability $P_{r}$ and the real cumulative complementary divergence probability $P_{m} / i$ will meet with $D O K$ and $M C h f$ also at the point $(n / 2,0.5)$ in all possible cases also. With the growth of $X$, the $C h f$ and $M C h f$ return to zero and the DOK returns to 1 where we attain the total convergence of the binomial distribution to a normal distribution as predicted by De Moivre-Laplace theorem and $C L T\left(P_{r}=1\right)$ as $n \gg 1$ or $n \rightarrow+\infty$. At this last point, and for large $n$, convergence here is definite since $P_{r}(X)=1$ with $\operatorname{Pc}(X)=1$ permanently, so the logical consequence of the value $D O K=1$ follows.

We note that $n / 2$ corresponds to $X_{\text {Median }}=X_{\text {Mean }}=X_{\text {Mode }}$ of the distribution and which are at the middle of the simulations since the binomial and normal distributions considered here are totally symmetric, therefore the corresponding graphs are perfectly symmetric.

Moreover, at each value of $X$ and $n$ and during this entire process, we can predict with certainty all the $C P P$ parameters in the complex probability set $\boldsymbol{\mathcal { C }}=\boldsymbol{R}+\boldsymbol{\mathcal { M }}$ with $P c$ preserved as equal to one through a continuous compensation between $D O K$ and $\operatorname{Chf}$ since $P c^{2}=D O K-C h f=D O K+M C h f=1=P c$ in the $C P P$. This compensation is from the instant $n=0$ (at the beginning of the random sampling and simulation) where $P_{r}(X)=0$ until the instant of convergence $n$ (at the end of the random sampling and simulation) where $P_{r}(X)=1$. That means also that the simulation which looked to be random and nondeterministic in the set $\mathcal{R}$ is now deterministic and certain in the set $\mathcal{C}=\boldsymbol{R}+\boldsymbol{\mathcal { M }}$, and this after adding the contributions of $\boldsymbol{\mathcal { M }}$ to the experiment happening in $\mathscr{R}$ and thus after removing and subtracting the chaotic factor from the degree of our knowledge in the equation above.

Additionally, Figures 9 to 14 show the increasing convergence probability of the binomial distribution to the normal (or the standard normal $=\Phi(\xi / \sigma)$ ) distribution with the increasing value of $n$ by considering the values $n=8,16,32,100$, and 1000000 , just as predicted by De Moivre-Laplace theorem which is a special case of CLT that considers the binomial distribution for the random variable $X$.

### 9.2 The Simulation of the Poisson Theorem and CPP

The real convergence probability:

$$
\begin{aligned}
P_{r}(X) & =P_{\text {rob }}(X \leq x)=\sum_{k=0}^{x} \frac{\lambda^{k} e^{-\lambda}}{k!} \\
& =\text { Cumulative distribution function }(C D F) \text { of the Poisson distribution. }
\end{aligned}
$$

Where
$x$ is a special instance or occurrence of the Poisson random variable $X$
$0 \leq k \leq x: k=0,1,2, \ldots, x$
$0 \leq x<+\infty: x=0,1,2, \ldots,+\infty$
For sufficiently large values of $n$ and with a sufficiently small values of $\lambda=n p$ we have:
$F_{\text {Binomial }}(k ; n, p) \simeq F_{\text {Poisson }}(k ; \lambda=n p)$
Therefore, $\binom{n}{k} p^{k} q^{n-k} \simeq \frac{\lambda^{k} e^{-\lambda}}{k!}$
For sufficiently large values of $\lambda$ and with an appropriate continuity correction we have:
$F_{\text {Poisson }}(x ; \lambda=n p) \simeq F_{\text {Normal }}\left(x ; \mu=\lambda, \sigma^{2}=\lambda\right)$
Therefore, $\frac{\lambda^{k} e^{-\lambda}}{k!} \simeq \frac{1}{\sqrt{2 \pi \lambda}} e^{-\frac{(k-\lambda)^{2}}{2 \lambda}}$
And we have: $E(X)=\mu=n p=\lambda, \operatorname{Var}(X)=\sigma^{2}=\lambda$, and
Std. Deviation $(X)=\sigma=\sqrt{\operatorname{Var}(X)}=\sqrt{\lambda}$
We have $0 \leq X<+\infty$ where $X=0$ corresponds to the instant before the beginning of the random experiment and simulation when $P_{r}(X \leq 0)=\sum_{k=0}^{x=0} \frac{\lambda^{k} e^{-\lambda}}{k!}=0$, and $X \gg 1$ (For large $x$ or for $x \rightarrow+\infty$ ) corresponds to the instant at the end of the random Poisson simulation when:
$P_{r}(X \gg 1)=\sum_{k=0}^{x>1} \frac{\lambda^{k} e^{-\lambda}}{k!}=\sum_{k=0}^{+\infty} \frac{\lambda^{k} e^{-\lambda}}{k!}=e^{-\lambda} \sum_{k=0}^{+\infty} \frac{\lambda^{k}}{k!}=e^{-\lambda} \times e^{\lambda}=e^{0}=1$ after using the series properties from calculus.

The imaginary complementary divergence probability:

$$
P_{m}(X)=i\left[1-P_{\text {rob }}(X \leq x)\right]=i\left[1-\sum_{k=0}^{x} \frac{\lambda^{k} e^{-\lambda}}{k!}\right]=i P_{r o b}(X>x)=i \sum_{k=x+1}^{+\infty} \frac{\lambda^{k} e^{-\lambda}}{k!}
$$

The real complementary divergence probability:

$$
P_{m}(X) / i=1-P_{\text {rob }}(X \leq x)=1-\sum_{k=0}^{x} \frac{\lambda^{k} e^{-\lambda}}{k!}=P_{\text {rob }}(X>x)=\sum_{k=x+1}^{+\infty} \frac{\lambda^{k} e^{-\lambda}}{k!}
$$

The complex probability and random vector:

$$
\begin{aligned}
Z(X)=P_{r}(X)+P_{m}(X) & =\sum_{k=0}^{x} \frac{\lambda^{k} e^{-\lambda}}{k!}+i\left[1-\sum_{k=0}^{x} \frac{\lambda^{k} e^{-\lambda}}{k!}\right] \\
& =\sum_{k=0}^{x} \frac{\lambda^{k} e^{-\lambda}}{k!}+i \sum_{k=x+1}^{+\infty} \frac{\lambda^{k} e^{-\lambda}}{k!}
\end{aligned}
$$

The Degree of Our Knowledge:

$$
\begin{aligned}
\operatorname{DOK}(X) & =|Z(X)|^{2}=P_{r}^{2}(X)+\left[P_{m}(X) / i\right]^{2}=\left[\sum_{k=0}^{x} \frac{\lambda^{k} e^{-\lambda}}{k!}\right]^{2}+\left[1-\sum_{k=0}^{x} \frac{\lambda^{k} e^{-\lambda}}{k!}\right]^{2} \\
& =1+2 i P_{r}(X) P_{m}(X)=1-2 P_{r}(X)\left[1-P_{r}(X)\right]=1-2 P_{r}(X)+2 P_{r}^{2}(X) \\
& =1-2 \sum_{k=0}^{x} \frac{\lambda^{k} e^{-\lambda}}{k!}+2\left[\sum_{k=0}^{x} \frac{\lambda^{k} e^{-\lambda}}{k!}\right]^{2}
\end{aligned}
$$

$\operatorname{DOK}(X)$ is equal to 1 when $P_{r}(X)=P_{r}(X \leq 0)=0$ and when $P_{r}(X)=P_{r}(X \gg 1)=1$
The Chaotic Factor:

$$
\begin{aligned}
\operatorname{Chf}(X) & =2 i P_{r}(X) P_{m}(X)=-2 P_{r}(X)\left[1-P_{r}(X)\right]=-2 P_{r}(X)+2 P_{r}^{2}(X) \\
& =-2 \sum_{k=0}^{x} \frac{\lambda^{k} e^{-\lambda}}{k!}+2\left[\sum_{k=0}^{x} \frac{\lambda^{k} e^{-\lambda}}{k!}\right]^{2}
\end{aligned}
$$

$\operatorname{Chf}(X)$ is null when $P_{r}(X)=P_{r}(X \leq 0)=0$ and when $P_{r}(X)=P_{r}(X \gg 1)=1$.
The Magnitude of the Chaotic Factor MChf:
$\operatorname{MChf}(X)=|\operatorname{Chf}(X)|=-2 i P_{r}(X) P_{m}(X)=2 P_{r}(X)\left[1-P_{r}(X)\right]=2 P_{r}(X)-2 P_{r}^{2}(X)$

$$
=2 \sum_{k=0}^{x} \frac{\lambda^{k} e^{-\lambda}}{k!}-2\left[\sum_{k=0}^{x} \frac{\lambda^{k} e^{-\lambda}}{k!}\right]^{2}
$$

$\operatorname{MCh}(X)$ is null when $P_{r}(X)=P_{r}(X \leq 0)=0$ and when $P_{r}(X)=P_{r}(X \gg 1)=1$.
At any value of the random variable $X: 0 \leq \forall X<+\infty$, the probability expressed in the complex probability set $\boldsymbol{C}$ is the following:

$$
\begin{aligned}
P c^{2}(X) & =\left[P_{r}(X)+P_{m}(X) / i\right]^{2}=|Z(X)|^{2}-2 i P_{r}(X) P_{m}(X) \\
& =\operatorname{DOK}(X)-\operatorname{Chf}(X) \\
& =\operatorname{DOK}(X)+\operatorname{MChf}(X) \\
& =1
\end{aligned}
$$

then,
$P c^{2}(X)=\left[P_{r}(X)+P_{m}(X) / i\right]^{2}=\left\{P_{r}(X)+\left[1-P_{r}(X)\right]\right\}^{2}=1^{2}=1 \Leftrightarrow P c(X)=1$ always.
Hence, the prediction of the convergence probabilities of the stochastic experiments in the set $\boldsymbol{C}$ is permanently certain.

In the simulations, we have considered the following Poisson distribution characteristics:
$\mu=\lambda=6.7, \sigma^{2}=\lambda=6.7 \Rightarrow \sigma=\sqrt{\lambda}=\sqrt{6.7}=2.58843 \ldots$
$\mu=\lambda=10.7, \sigma^{2}=\lambda=10.7 \Rightarrow \sigma=\sqrt{\lambda}=\sqrt{10.7}=3.27108 \ldots$
$\mu=\lambda=35.7, \sigma^{2}=\lambda=35.7 \Rightarrow \sigma=\sqrt{\lambda}=\sqrt{35.7}=5.97494 \ldots$
For $n=8,16,32,100,1000000$, we have $\mu=\lambda=6.7$.


Figure 15: The Poisson Theorem and $C P P$ for $\lambda=6.7$


Figure 16: The Poisson Theorem and $C P P$ for $\lambda=10.7$


Figure 17: The Poisson Theorem and CPP for $\lambda=35.7$


Figure 18: The increasing convergence of the Poisson distribution to the std. normal distribution for a sample of size $n=8$ with $\lambda=6.7$


Figure 19: The increasing convergence of the Poisson distribution to the std. normal distribution for a sample of size $n=16$ with $\lambda=6.7$


Figure 20: The increasing convergence of the Poisson distribution to the std. normal distribution for a sample of size $n=32$ with $\lambda=6.7$


Figure 21: The increasing convergence of the Poisson distribution to the std. normal distribution for a sample of size $n=100$ with $\lambda=6.7$


Figure 22: The increasing convergence of the Poisson distribution to the std. normal distribution for a sample of size $n=1000000$ with $\lambda=6.7$

After considering now the Poisson distribution, we can deduce a value of $P_{r}(X)$ for each value of the random variable $X$, for each value of $\lambda$, and for each value of the random sample size $n$. Figures 15, 16, and 17 illustrate all the new prognostic model functions and prove all the mathematical derivations. We have computed and drawn for a special set of $P_{r}(X)$ all the $C P P$ parameters and components and which are: $\operatorname{Chf}(X), \operatorname{MCh}(X), \operatorname{DOK}(X), P c(X), P_{m}(X) / i$, and showed how to calculate the correpsonding $Z(X)$. This is achieved with the increasing value of $\lambda$ by taking into consideration the cases $\lambda=6.7,10.7$, and 35.7 to illustrate the paradigm.

Furthermore, as it was proved and confirmed in the original model, when $n=0$ (before the random simulation beginning) and at $n$ (when the simulation converges) then the degree of our knowledge $(D O K)$ is 1 and the chaotic factor ( $C h f$ and $M C h f$ ) is 0 since the stochastic aspects and fluctuations have either not begun yet or they have completed their task on the random phenomenon and simulation. We note from these figures that the $D O K$ is maximum $(D O K=1)$ when absolute value of $C h f$ which is $M C h f$ is minimum ( $M C h f=0$ ), that means when the magnitude of the chaotic factor (MChf) diminishes our certain knowledge (DOK) grows. Subsequently, MChf begins to increase during the simulation due to the intrinsic conditions thus leading to a decrease in $D O K$ until they both reach 0.5 at $\lfloor\lambda\rfloor=\operatorname{Floor}(\lambda)$ in all these cases. During the course of the nondeterministic and stochastic experiment $(n>0)$ we have: $0.5 \leq D O K<1,-0.5 \leq C h f<0$, and $0<M C h f \leq 0.5$. The real cumulative convergence probability $P_{r}$ and the real cumulative complementary divergence probability $P_{m} / i$ will meet with $D O K$ and $M C h f$ also at the point $\left(X_{\text {Median }}=X_{\text {Mode }}=\lfloor\lambda\rfloor, 0.5\right)$ in all these cases also. With the growth of $X$, the Chf and MChf return to zero and the $D O K$ returns to 1 where we attain the total convergence of the Poisson distribution to a normal distribution as predicted by the Poisson theorem and $C L T\left(P_{r}=1\right)$ as $\lambda \gg 1, n \gg 1$ or $n \rightarrow+\infty$. At this last point, and for large $\lambda$ and $n$, convergence here is definite since $P_{r}(X)=1$ with $\operatorname{Pc}(X)=1$ permanently, so the logical consequence of the value $D O K=1$ follows.

We note that $\lfloor\lambda\rfloor$ corresponds to $X_{\text {Mode }}$ of the distribution where $X_{\text {Mean }}=\bar{X}=E(X)=\lambda$ and $X_{\text {Median }} \simeq\lfloor\lambda+1 / 3-0.02 / \lambda\rfloor$ and which are not at the middle of the simulations since the Poisson distribution considered is not symmetric, therefore the corresponding graphs considered here are skewed to the right or positively skewed before the convergence of the Poisson distribution to a normal distribution when it becomes perfectly symmetric.

Moreover, at each value of $X, \lambda$, and $n$ and during this entire process, we can predict with certainty all the $C P P$ parameters in the complex probability set $\boldsymbol{\mathcal { C }}=\boldsymbol{R}+\boldsymbol{\mathcal { M }}$ with Pc preserved as equal to one through a continuous compensation between $D O K$ and $C h f$ since $P c^{2}=D O K-C h f=D O K+M C h f=1=P c$ in the $C P P$. This compensation is from the instant $n=0$ (at the beginning of the random sampling and simulation) where $P_{r}(X)=0$ until the instant of convergence $n$ (at the end of the random sampling and simulation) where $P_{r}(X)=1$. That means also that the simulation which seemed to be random and nondeterministic in the set $\mathscr{R}$ is now deterministic and certain in the set $\boldsymbol{\mathcal { C }}=\boldsymbol{R}+\boldsymbol{\mathcal { M }}$, and this after adding the contributions of $\boldsymbol{\mathcal { M }}$ to the experiment occurring in $\mathscr{R}$ and thus after eliminating and subtracting the chaotic factor from the degree of our knowledge in the equation above.

Additionally, Figures 18 to 22 show the increasing convergence probability of the Poisson distribution to the normal (or the standard normal $=\Phi(\xi / \sigma)$ ) distribution with the increasing
value of $n$ by considering the values $n=8,16,32,100$, and 1000000 , just as predicted by the Poisson theorem which is a special case of $C L T$ that considers the Poisson distribution for the random variable $X$.

### 9.3 The Simulation of the CLT

### 9.3.1 The Simulation of the CLT and CPP

The real convergence probability is:
$P_{r}(\Xi)=P_{\text {rob }}(\Xi \leq \xi / \sigma)=P_{\text {rob }}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right]$
$=$ Cumulative distribution function $(C D F)$ of the $S_{n}$ distribution.
Where
$\Xi=\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma}=\frac{S_{n}-\mu}{\sigma / \sqrt{n}}$
And $\xi$ is a special instance or occurrence of the random variable $\Xi$ and it can be any real number.
The sample mean $S_{n}$ of size $n$ is taken here from a population following a binomial distribution having the following characteristics:
$\mu=n p$, Variance $=\sigma^{2}=n p q$, and Std. Deviation $=\sigma=\sqrt{\text { Variance }}=\sqrt{n p q}$
We note that $\sigma / \sqrt{n}$ is called the standard error of the sample mean $S_{n}$.
We have:
As $n$ approaches infinity, the random variables $\sqrt{n}\left(S_{n}-\mu\right)$ converge in distribution to a normal distribution $N\left(0, \sigma^{2}\right)$, so: $\sqrt{n}\left(S_{n}-\mu\right) \rightarrow N\left(0, \sigma^{2}\right)$.
Or we can write for every real number $\xi$ :
$\lim _{n \rightarrow+\infty} P_{r}(\Xi)=\lim _{n \rightarrow+\infty} P_{r o b}(\Xi \leq \xi / \sigma)=\lim _{n \rightarrow+\infty} P_{\text {rob }}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right]=\Phi\left(\frac{\xi}{\sigma}\right)$
where $\Phi(\xi)$ is the standard normal $C D F$ evaluated at $\xi$.
Accordingly, and since the distribution of $\Xi$ is centered and reduced, then for large $n$ or for $n \rightarrow+\infty$ we have:
$E(\Xi)=0, \operatorname{Var}(\Xi)=1$, and Std. Deviation $(\Xi)=\sqrt{\operatorname{Var}(\Xi)}=\sqrt{1}=1$
We have $-\infty<\Xi<+\infty$ where $n=0$ corresponds to the instant before the beginning of the random sampling when $P_{r}(\Xi)=0$, and $n$ corresponds to the instant at the end of the random sampling and simulation when $P_{r}(\Xi)=1$.

The imaginary complementary divergence probability:

$$
\begin{aligned}
P_{m}(\Xi) & =i\left[1-P_{r o b}(\Xi \leq \xi / \sigma)\right]=i\left[1-P_{r o b}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right]\right] \\
& =i P_{r o b}(\Xi>\xi / \sigma)=i P_{r o b}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma}>\frac{\xi}{\sigma}\right]
\end{aligned}
$$

The real complementary divergence probability:

$$
\begin{aligned}
P_{m}(\Xi) / i & =1-P_{r o b}(\Xi \leq \xi / \sigma)=1-P_{\text {rob }}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right] \\
& =P_{r o b}(\Xi>\xi / \sigma)=P_{r o b}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma}>\frac{\xi}{\sigma}\right]
\end{aligned}
$$

The complex probability and random vector:

$$
\begin{aligned}
Z(\Xi)=P_{r}(\Xi)+P_{m}(\Xi) & =P_{\text {rob }}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right]+i\left[1-P_{\text {rob }}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right]\right] \\
& =P_{\text {rob }}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right]+i P_{\text {rob }}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma}>\frac{\xi}{\sigma}\right]
\end{aligned}
$$

The Degree of Our Knowledge:

$$
\begin{aligned}
\operatorname{DOK}(\Xi) & =|Z(\Xi)|^{2}=P_{r}^{2}(\Xi)+\left[P_{m}(\Xi) / i\right]^{2} \\
& =\left[P_{\text {rob }}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right]\right]^{2}+\left[1-P_{\text {rob }}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right]\right]^{2} \\
& =1+2 i P_{r}(\Xi) P_{m}(\Xi)=1-2 P_{r}(\Xi)\left[1-P_{r}(\Xi)\right]=1-2 P_{r}(\Xi)+2 P_{r}^{2}(\Xi) \\
& =1-2 P_{\text {rob }}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right]+2\left[P_{\text {rob }}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right]\right]^{2}
\end{aligned}
$$

$\operatorname{DOK}(\Xi)$ is equal to 1 when $P_{r}(\Xi)=P_{r}(n=0)=0$ and when $P_{r}(\Xi)=P_{r}(n)=1$ that means at the end of the simulation.

The Chaotic Factor:

$$
\begin{aligned}
\operatorname{Chf}(\Xi) & =2 i P_{r}(\Xi) P_{m}(\Xi)=-2 P_{r}(\Xi)\left[1-P_{r}(\Xi)\right]=-2 P_{r}(\Xi)+2 P_{r}^{2}(\Xi) \\
& =-2 P_{\text {rob }}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right]+2\left[P_{\text {rob }}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right]\right]^{2}
\end{aligned}
$$

$\operatorname{Chf}(\Xi)$ is null when $P_{r}(\Xi)=P_{r}(n=0)=0$ and when $P_{r}(\Xi)=P_{r}(n)=1$ that means at the end of the simulation.

The Magnitude of the Chaotic Factor MChf:
$\operatorname{MChf}(\Xi)=|\operatorname{Chf}(\Xi)|=-2 i P_{r}(\Xi) P_{m}(\Xi)=2 P_{r}(\Xi)\left[1-P_{r}(\Xi)\right]=2 P_{r}(\Xi)-2 P_{r}^{2}(\Xi)$

$$
=2 P_{r o b}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right]-2\left[P_{r o b}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right]\right]^{2}
$$

$\operatorname{MCh} f(\Xi)$ is null when $P_{r}(\Xi)=P_{r}(n=0)=0$ and when $P_{r}(\Xi)=P_{r}(n)=1$ that means at the end of the simulation.

At any value of the random variable $\Xi:-\infty<\forall \Xi<+\infty$ and for any value of the sample size $n$, the probability expressed in the complex probability set $\boldsymbol{C}$ is the following:

$$
\begin{aligned}
P c^{2}(\Xi) & =\left[P_{r}(\Xi)+P_{m}(\Xi) / i\right]^{2}=|Z(\Xi)|^{2}-2 i P_{r}(\Xi) P_{m}(\Xi) \\
& =\operatorname{DOK}(\Xi)-\operatorname{Chf}(\Xi) \\
& =\operatorname{DOK}(\Xi)+\operatorname{MChf}(\Xi) \\
& =1
\end{aligned}
$$

then,
$P c^{2}(\Xi)=\left[P_{r}(\Xi)+P_{m}(\Xi) / i\right]^{2}=\left\{P_{r}(\Xi)+\left[1-P_{r}(\Xi)\right]\right\}^{2}=1^{2}=1 \Leftrightarrow P c(\Xi)=1$ always.
Hence, the prediction of the convergence probabilities of the stochastic experiments in the set $\boldsymbol{C}$ is permanently certain.

In the simulations, we take $p=q=0.5$ and we have considered the following binomial distribution characteristics:
For $n=4, \mu=4 \times 0.5=2, \sigma^{2}=4 \times 0.5 \times 0.5=1 \Rightarrow \sigma=\sqrt{1}=1$
For $n=8, \mu=8 \times 0.5=4, \sigma^{2}=8 \times 0.5 \times 0.5=2 \Rightarrow \sigma=\sqrt{2}=1.41421 \ldots$
For $n=16, \mu=16 \times 0.5=8, \sigma^{2}=16 \times 0.5 \times 0.5=4 \Rightarrow \sigma=\sqrt{4}=2$
For $n=30, \mu=30 \times 0.5=15, \sigma^{2}=30 \times 0.5 \times 0.5=7.5 \Rightarrow \sigma=\sqrt{7.5}=2.73861 \ldots$
For $n=44, \mu=44 \times 0.5=22, \sigma^{2}=44 \times 0.5 \times 0.5=11 \Rightarrow \sigma=\sqrt{11}=3.31662 \ldots$
For $n=100, \mu=100 \times 0.5=50, \sigma^{2}=100 \times 0.5 \times 0.5=25 \Rightarrow \sigma=\sqrt{25}=5$
For $n=1000, \mu=1000 \times 0.5=500, \sigma^{2}=1000 \times 0.5 \times 0.5=250 \Rightarrow \sigma=\sqrt{250}=15.81138 \ldots$
For $n=10000, \mu=10000 \times 0.5=5000, \sigma^{2}=10000 \times 0.5 \times 0.5=2500 \Rightarrow \sigma=\sqrt{2500}=50$


Figure 23: The random variable $\Xi=\sqrt{n}\left(S_{n}-\mu\right) / \sigma$ in CLT and CPP for $n=8$

The Central Limit Theorem and CPP
The Standard Normal Distribution


Figure 24: The random variable $\Xi=\sqrt{n}\left(S_{n}-\mu\right) / \sigma$ in $C L T$ and $C P P$ for $n=16$


Figure 25: The random variable $\Xi=\sqrt{n}\left(S_{n}-\mu\right) / \sigma$ in CLT and $C P P$ for $n=44$

The Central Limit Theorem and CPP
The Standard Normal Distribution


Figure 26: The random variable $\Xi=\sqrt{n}\left(S_{n}-\mu\right) / \sigma$ in $C L T$ and $C P P$ for $n=100$

The Central Limit Theorem and CPP
The Standard Normal Distribution


Figure 27: The random variable $\Xi=\sqrt{n}\left(S_{n}-\mu\right) / \sigma$ in $C L T$ and $C P P$ for $n=1000$

The Central Limit Theorem and CPP


Figure 28: The increasing convergence of the probability distribution in $C L T$ to the std. normal distribution and $C P P$ for a sample of size $n=8$


Figure 29: The increasing convergence of the probability distribution in $C L T$ to the std. normal distribution and $C P P$ for a sample of size $n=16$

The Central Limit Theorem and CPP


Figure 30: The increasing convergence of the probability distribution in $C L T$ to the std. normal distribution and $C P P$ for a sample of size $n=44$


Figure 31: The increasing convergence of the probability distribution in $C L T$ to the std. normal distribution and $C P P$ for a sample of size $n=100$


Figure 32: The increasing convergence of the probability distribution in CLT to the std. normal distribution and $C P P$ for a sample of size $n=1000$


Figure 33: The increasing convergence of the probability distribution in CLT to the std. normal distribution for a sample of size $n=4$


Figure 34: The increasing convergence of the probability distribution in $C L T$ to the std. normal distribution for a sample of size $n=8$


Figure 35: The increasing convergence of the probability distribution in $C L T$ to the std. normal distribution for a sample of size $n=30$


Figure 36: The increasing convergence of the probability distribution in $C L T$ to the std. normal distribution for a sample of size $n=10000$


Figure 37: The increasing convergence of the probability distribution in $C L T$ to the std. normal distribution for a sample of size $n=10000$ (Zoom In)

After considering here the probability distribution of the random variable $\Xi=\frac{S_{n}-\mu}{\sigma / \sqrt{n}}$, we can deduce a value of $P_{r}(\Xi)$ for each value of the random variable $\Xi$ and for each value of the random sample size $n$. Figures 23 to 32 illustrate all the new prognostic model functions and prove all the mathematical derivations. We have computed and ploted for a special set of $P_{r}(\Xi)$ all the $C P P$ parameters and components and which are: $\operatorname{Chf}(\Xi), \operatorname{MChf}(\Xi), \operatorname{DOK}(\Xi), \operatorname{Pc}(\Xi), P_{m}(\Xi) / i$, and showed how to calculate the correpsonding $Z(\Xi)$. This is achieved with the increasing value of $n$ by taking into consideration the cases $n=8,16,44,100$, and 1000 to illustrate the paradigm.

Furthermore, as it was shown and established in the original model, when $n=0$ (before the random simulation beginning) and at $n$ (when the simulation converges) then the degree of our knowledge $(D O K)$ is 1 and the chaotic factor (Chf and $M C h f)$ is 0 since the stochastic influences and variations have either not commenced yet or they have terminated their job on the random experiment and simulation. We note from these figures that the $D O K$ is maximum $(D O K=1)$ when absolute value of Chf which is $M C h f$ is minimum $(M C h f=0)$, that means when the magnitude of the chaotic factor (MChf) decreases our certain knowledge ( $D O K$ ) increases. Subsequently, MChf begins to grow during the simulation due to the intrinsic conditions thus leading to a decrease in $D O K$ until they both reach 0.5 at $n / 2$ in all possible cases. During the course of the nondeterministic and stochastic phenomenon $(n>0)$ we have: $0.5 \leq D O K<1,-0.5 \leq C h f<0$, and $0<M C h f \leq 0.5$. The real cumulative convergence probability $P_{r}$ and the real cumulative complementary divergence probability $P_{m} / i$ will meet with $D O K$ and $M C h f$ also at the point $(n / 2,0.5)$ in all possible cases also. With the increase of $\Xi$, the Chf and MChf return to zero and the $D O K$ returns to 1 where we attain the total convergence of the probability distribution of $\Xi$ to a normal distribution as predicted by $C L T\left(P_{r}=1\right)$ as $n \gg 1$ or $n \rightarrow+\infty$. At this last point, and for large $n$, convergence here is definite since $P_{r}(\Xi)=1$ with $\operatorname{Pc}(\Xi)=1$ permanently, so the logical consequence of the value $D O K=1$ follows.

We note that $n / 2$ corresponds to $\Xi_{\text {Median }}=\Xi_{\text {Mean }}=\Xi_{\text {Mode }}$ of the random distribution and which are at the middle of the simulations since the binomial and normal distributions considered here are totally symmetric, therefore their corresponding graphs are perfectly symmetric.

Moreover, at each value of $\Xi$ and $n$ and during this entire process, we can predict with certainty all the $C P P$ parameters in the complex probability set $\mathcal{C}=\mathscr{R}+\mathcal{M}$ with Pc preserved as equal to one through a continuous compensation between $D O K$ and $C h f$ since $P c^{2}=D O K-C h f=D O K+M C h f=1=P c$ in the $C P P$. This compensation is from the instant $n=0$ (at the beginning of the random sampling and simulation) where $P_{r}(\Xi)=0$ until the instant of convergence $n$ (at the end of the random sampling and simulation) where $P_{r}(\Xi)=1$. That means also that the simulation which is considered to be stochastic and random in the set $\mathscr{R}$ is now deterministic and certain in the set $\boldsymbol{\mathcal { C }}=\boldsymbol{R}+\boldsymbol{\mathcal { M }}$, and this after adding the contributions of $\boldsymbol{\mathcal { M }}$ to the experiment happening in $\mathscr{R}$ and thus after removing and subtracting the chaotic factor from the degree of our knowledge in the equation above.

Additionally, Figures 33 to 37 show the increasing convergence probability of the random distribution to the normal (or the standard normal $=\Phi(\xi / \sigma)$ ) distribution with the increasing value of $n$ by considering the values $n=4,8,30$, and 10000 , just as predicted by $C L T$ that considers here the random variable $\Xi$.

The real convergence probability in $C L T$ :
Let now
$P_{r}\left(\Xi_{\mathrm{c}}\right)=P_{\text {rob }}($ Convergence in CLT $)$

$$
=\frac{P_{r o b}(\Xi \leq \xi / \sigma)}{\Phi\left(\frac{\xi}{\sigma}\right)}=\frac{P_{r o b}\left[\left(\sqrt{n}\left(S_{n}-\mu\right) / \sigma\right) \leq(\xi / \sigma)\right]}{\Phi\left(\frac{\xi}{\sigma}\right)}
$$

We can write for every real number $\xi$ and by the $C L T$ :

$$
\lim _{n \rightarrow+\infty} P_{r}(\Xi)=\lim _{n \rightarrow+\infty} P_{r o b}(\Xi \leq \xi / \sigma)=\lim _{n \rightarrow+\infty} P_{r o b}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right]=\Phi\left(\frac{\xi}{\sigma}\right)
$$

where $\Phi(\xi)$ is the standard normal $C D F$ evaluated at $\xi$.

$$
\begin{aligned}
& \Leftrightarrow \lim _{n \rightarrow+\infty} P_{r}\left(\Xi_{\mathrm{c}}\right)=\lim _{n \rightarrow+\infty} P_{\text {rob }}(\text { Convergence in CLT) } \\
& \quad=\lim _{n \rightarrow+\infty}\left\{\frac{P_{r o b}(\Xi \leq \xi / \sigma)}{\Phi\left(\frac{\xi}{\sigma}\right)}\right\}=\lim _{n \rightarrow+\infty}\left\{\frac{P_{\text {rob }}\left[\left(\sqrt{n}\left(S_{n}-\mu\right) / \sigma\right) \leq(\xi / \sigma)\right]}{\Phi\left(\frac{\xi}{\sigma}\right)}\right\}=1 \\
& \Leftrightarrow \lim _{n \rightarrow+\infty} \sup _{\xi \in R}\left|P_{\text {rob }}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right]-\Phi\left(\frac{\xi}{\sigma}\right)\right|=0
\end{aligned}
$$

We have $-\infty<\Xi<+\infty$ where $n=0$ corresponds to the instant before the beginning of the random sampling when $P_{r}\left(\Xi_{c}\right)=P_{r}(\Xi)=0$, and $n$ corresponds to the instant at the end of the random sampling and simulation when $P_{r}\left(\Xi_{\mathrm{c}}\right)=P_{r}(\Xi)=1$.

Moreover, the value of the random difference $P_{\text {rob }}\left[\frac{\sqrt{n}\left(S_{n}-\mu\right)}{\sigma} \leq \frac{\xi}{\sigma}\right]-\Phi\left(\frac{\xi}{\sigma}\right)$ in the simulation is null at two instances: when $n=0$ (the instant before the beginning of the simulation) and at $n$ (the instant at the end of the simulation).

The imaginary complementary divergence probability in CLT:

$$
P_{m}\left(\Xi_{\mathrm{c}}\right)=i\left[1-P_{r}\left(\Xi_{\mathrm{c}}\right)\right]=i\left[1-\frac{P_{r o b}(\Xi \leq \xi / \sigma)}{\Phi\left(\frac{\xi}{\sigma}\right)}\right]=i\left[1-\frac{P_{r o b}\left[\left(\sqrt{n}\left(S_{n}-\mu\right) / \sigma\right) \leq(\xi / \sigma)\right]}{\Phi\left(\frac{\xi}{\sigma}\right)}\right]
$$

The real complementary divergence probability in CLT:

$$
P_{m}\left(\Xi_{\mathrm{c}}\right) / i=1-P_{r}\left(\Xi_{\mathrm{c}}\right)=1-\frac{P_{r o b}(\Xi \leq \xi / \sigma)}{\Phi\left(\frac{\xi}{\sigma}\right)}=1-\frac{P_{r o b}\left[\left(\sqrt{n}\left(S_{n}-\mu\right) / \sigma\right) \leq(\xi / \sigma)\right]}{\Phi\left(\frac{\xi}{\sigma}\right)}
$$

The complex probability and random vector in $C L T$ :

$$
Z\left(\Xi_{\mathrm{c}}\right)=P_{r}\left(\Xi_{\mathrm{c}}\right)+P_{m}\left(\Xi_{\mathrm{c}}\right)=\left[\frac{P_{r o b}(\Xi \leq \xi / \sigma)}{\Phi\left(\frac{\xi}{\sigma}\right)}\right]+i\left[1-\frac{P_{\text {rob }}(\Xi \leq \xi / \sigma)}{\Phi\left(\frac{\xi}{\sigma}\right)}\right]
$$

The Degree of Our Knowledge in CLT:

$$
\begin{aligned}
\operatorname{DOK}\left(\Xi_{\mathrm{c}}\right) & =\left|Z\left(\Xi_{\mathrm{c}}\right)\right|^{2}=P_{r}^{2}\left(\Xi_{\mathrm{c}}\right)+\left[P_{m}\left(\Xi_{\mathrm{c}}\right) / i\right]^{2} \\
& =\left[\frac{P_{\text {rob }}(\Xi \leq \xi / \sigma)}{\Phi\left(\frac{\xi}{\sigma}\right)}\right]^{2}+\left[1-\frac{P_{\text {rob }}(\Xi \leq \xi / \sigma)}{\Phi\left(\frac{\xi}{\sigma}\right)}\right]^{2} \\
& =1+2 i P_{r}\left(\Xi_{\mathrm{c}}\right) P_{m}\left(\Xi_{\mathrm{c}}\right)=1-2 P_{r}\left(\Xi_{\mathrm{c}}\right)\left[1-P_{r}\left(\Xi_{\mathrm{c}}\right)\right]=1-2 P_{r}\left(\Xi_{\mathrm{c}}\right)+2 P_{r}^{2}\left(\Xi_{\mathrm{c}}\right) \\
& =1-2\left[\frac{P_{r o b}(\Xi \leq \xi / \sigma)}{\Phi\left(\frac{\xi}{\sigma}\right)}\right]+2\left[\frac{P_{r o b}(\Xi \leq \xi / \sigma)}{\Phi\left(\frac{\xi}{\sigma}\right)}\right]^{2}
\end{aligned}
$$

$\operatorname{DOK}\left(\Xi_{\mathrm{c}}\right)$ is equal to 1 when $P_{r}\left(\Xi_{\mathrm{c}}\right)=P_{r}(n=0)=0$ and when $P_{r}\left(\Xi_{\mathrm{c}}\right)=P_{r}(n)=1$ that means at the end of the simulation.

The Chaotic Factor in CLT:
$\operatorname{Chf}\left(\Xi_{\mathrm{c}}\right)=2 i P_{r}\left(\Xi_{\mathrm{c}}\right) P_{m}\left(\Xi_{\mathrm{c}}\right)=-2 P_{r}\left(\Xi_{\mathrm{c}}\right)\left[1-P_{r}\left(\Xi_{\mathrm{c}}\right)\right]=-2 P_{r}\left(\Xi_{\mathrm{c}}\right)+2 P_{r}^{2}\left(\Xi_{\mathrm{c}}\right)$

$$
=-2\left[\frac{P_{\text {rob }}(\Xi \leq \xi / \sigma)}{\Phi\left(\frac{\xi}{\sigma}\right)}\right]+2\left[\frac{P_{\text {rob }}(\Xi \leq \xi / \sigma)}{\Phi\left(\frac{\xi}{\sigma}\right)}\right]^{2}
$$

$\operatorname{Chf}\left(\Xi_{c}\right)$ is null when $P_{r}\left(\Xi_{c}\right)=P_{r}(n=0)=0$ and when $P_{r}\left(\Xi_{c}\right)=P_{r}(n)=1$ that means at the end of the simulation.

The Magnitude of the Chaotic Factor MChf in CLT:
$\operatorname{MChf}\left(\Xi_{\mathrm{c}}\right)=\left|\operatorname{Chf}\left(\Xi_{\mathrm{c}}\right)\right|=-2 i P_{r}\left(\Xi_{\mathrm{c}}\right) P_{m}\left(\Xi_{\mathrm{c}}\right)=2 P_{r}\left(\Xi_{\mathrm{c}}\right)\left[1-P_{r}\left(\Xi_{\mathrm{c}}\right)\right]=2 P_{r}\left(\Xi_{\mathrm{c}}\right)-2 P_{r}^{2}\left(\Xi_{\mathrm{c}}\right)$

$$
=2\left[\frac{P_{r o b}(\Xi \leq \xi / \sigma)}{\Phi\left(\frac{\xi}{\sigma}\right)}\right]-2\left[\frac{P_{r o b}(\Xi \leq \xi / \sigma)}{\Phi\left(\frac{\xi}{\sigma}\right)}\right]^{2}
$$

$\operatorname{MChf}\left(\Xi_{\mathrm{c}}\right)$ is null when $P_{r}\left(\Xi_{\mathrm{c}}\right)=P_{r}(n=0)=0$ and when $P_{r}\left(\Xi_{\mathrm{c}}\right)=P_{r}(n)=1$ that means at the end of the simulation.

At any value of the random variables $\Xi_{c}$ and $\Xi:-\infty<\forall \Xi<+\infty$, and for any value of the sample size $n$, the probability in $C L T$ expressed in the complex probability set $\boldsymbol{C}$ is the following:

$$
\begin{aligned}
P c^{2}\left(\Xi_{\mathrm{c}}\right) & =\left[P_{r}\left(\Xi_{\mathrm{c}}\right)+P_{m}\left(\Xi_{\mathrm{c}}\right) / i\right]^{2}=\left|Z\left(\Xi_{\mathrm{c}}\right)\right|^{2}-2 i P_{r}\left(\Xi_{\mathrm{c}}\right) P_{m}\left(\Xi_{\mathrm{c}}\right) \\
& =\operatorname{DOK}\left(\Xi_{\mathrm{c}}\right)-\operatorname{Chf}\left(\Xi_{\mathrm{c}}\right) \\
& =\operatorname{DOK}\left(\Xi_{\mathrm{c}}\right)+\operatorname{MChf}\left(\Xi_{\mathrm{c}}\right) \\
& =1
\end{aligned}
$$

then,
$P c^{2}\left(\Xi_{c}\right)=\left[P_{r}\left(\Xi_{c}\right)+P_{m}\left(\Xi_{\mathrm{c}}\right) / i\right]^{2}=\left\{P_{r}\left(\Xi_{\mathrm{c}}\right)+\left[1-P_{r}\left(\Xi_{\mathrm{c}}\right)\right]\right\}^{2}=1^{2}=1 \Leftrightarrow P c\left(\Xi_{\mathrm{c}}\right)=1$ always.
Hence, the prediction of the convergence probabilities of the stochastic experiments in the set $\boldsymbol{C}$ is permanently certain.


Figure 38: The increasing convergence of $P_{r}\left(\Xi_{\mathrm{c}}\right)=P_{\text {rob }}(\Xi \leq \xi / \sigma) / \Phi(\xi / \sigma)$ to 1 in CLT and $C P P$ for a sample of size $n=4$


Figure 39: The increasing convergence of $P_{\text {rob }}(\Xi \leq \xi / \sigma)-\Phi(\xi / \sigma)$ to 0 in CLT for a sample of size $n=4$


Figure 40: The increasing convergence of $P_{r}\left(\Xi_{\mathrm{c}}\right)=P_{\text {rob }}(\Xi \leq \xi / \sigma) / \Phi(\xi / \sigma)$ to 1 in CLT and $C P P$ for a sample of size $n=8$


Figure 41: The increasing convergence of $P_{\text {rob }}(\Xi \leq \xi / \sigma)-\Phi(\xi / \sigma)$ to 0 in CLT for a sample of size $n=8$


Figure 42: The increasing convergence of $P_{r}\left(\Xi_{\mathrm{c}}\right)=P_{\text {rob }}(\Xi \leq \xi / \sigma) / \Phi(\xi / \sigma)$ to 1 in $C L T$ and $C P P$ for a sample of size $n=16$


Figure 43: The increasing convergence of $P_{\text {rob }}(\Xi \leq \xi / \sigma)-\Phi(\xi / \sigma)$ to 0 in CLT for a sample of size $n=16$

### 9.3.2.1 The Simulations Interpretation

After considering at this point the random variable $\Xi_{\mathrm{c}}$ having a probability distribution of the form $P_{r}\left(\Xi_{\mathrm{c}}\right)=P_{\text {rob }}(\Xi \leq \xi / \sigma) / \Phi(\xi / \sigma)$, we can deduce a value of $P_{r}\left(\Xi_{\mathrm{c}}\right)$ for each value of the random variables $\Xi_{c}$ and $\Xi:-\infty<\forall \Xi<+\infty$ and for each value of the random sample size $n$. Figures 38, 40 , and 42 illustrate all the new prognostic model functions and prove all the mathematical derivations. We have computed and drawn for a special set of $P_{r}\left(\Xi_{\mathrm{c}}\right)$ all the CPP parameters and components and which are: $\operatorname{Chf}\left(\Xi_{\mathrm{c}}\right), \operatorname{MChf}\left(\Xi_{\mathrm{c}}\right), \operatorname{DOK}\left(\Xi_{\mathrm{c}}\right), \operatorname{Pc}\left(\Xi_{\mathrm{c}}\right), P_{m}\left(\Xi_{\mathrm{c}}\right) / i$, and showed how to calculate the correpsonding $Z\left(\Xi_{\mathrm{c}}\right)$. This is achieved with the increasing value of $n$ by taking into consideration the cases $n=4,8$, and 16 to illustrate the paradigm.

Furthermore, as it was demonstrated and proved in the original model, when $n=0$ (before the random simulation beginning) and at $n$ (when the simulation converges) then the degree of our knowledge ( $D O K$ ) is 1 and the chaotic factor (Chf and MChf) is 0 since the stochastic aspects and fluctuations have either not begun yet or they have ended their task on the nondeterministic experiment and simulation. We note from these figures that the $D O K$ is maximum ( $D O K=1$ ) when absolute value of $C h f$ which is $M C h f$ is minimum $(M C h f=0)$, that means when the magnitude of the chaotic factor (MChf) decreases our certain knowledge ( $D O K$ ) increases. Subsequently, $M C h f$ begins to grow during the simulation due to the intrinsic conditions thus leading to a decrease in DOK until they both reach 0.5 at $n / 2$ in all possible cases. During the course of the stochastic and random experiment $(n>0)$ we have: $0.5 \leq D O K<1,-0.5 \leq \operatorname{Chf}<0$, and $0<M C h f \leq 0.5$. The real cumulative convergence probability $P_{r}$ and the real cumulative complementary divergence probability $P_{m} / i$ will meet with $D O K$ and $M C h f$ also at the point $(n / 2,0.5)$ in all possible also. With the increase of $\Xi$ and hence of $\Xi_{\mathrm{c}}$, the Chf and MChf return to zero and the DOK returns to

1 where we attain the total convergence of $P_{r}\left(\Xi_{\mathrm{c}}\right)=P_{\text {rob }}(\Xi \leq \xi / \sigma) / \Phi(\xi / \sigma)$ distribution to one as predicted by $\operatorname{CLT}\left(P_{r}=1\right)$ as $n \gg 1$ or $n \rightarrow+\infty$. At this last point, and for large $n$, convergence here is definite since $\operatorname{Pr}_{r}\left(\Xi_{c}\right)=1$ with $\operatorname{Pc}\left(\Xi_{c}\right)=1$ permanently, so the logical consequence of the value $D O K=1$ follows.

We note that $n / 2$ corresponds to $\left(\Xi_{c}\right)_{\text {Median }}=\left(\Xi_{\mathrm{c}}\right)_{\text {Mean }}=\left(\Xi_{\mathrm{c}}\right)_{\text {Mode }}$ of the random ratio distribution and which are at the middle of the simulations since the normal distribution considered here is totally symmetric, therefore the corresponding graphs are perfectly symmetric.

Additionally, Figures 39,41 , and 43 show the increasing convergence probability of the random difference distribution $P_{\text {rob }}(\Xi \leq \xi / \sigma)-\Phi(\xi / \sigma)$ to zero with the increasing value of $n$ by considering the values of the sample size $n=4,8$, and 16 , just as predicted by $C L T$ for the random variable $\Xi$.

Moreover, at each value of $\Xi_{\mathrm{c}}, \Xi$, and $n$ and during this entire process, we can predict with certainty all the $C P P$ parameters in the complex probability set $\boldsymbol{\mathcal { C }}=\boldsymbol{\mathcal { R }}+\boldsymbol{\mathcal { M }}$ with Pc preserved as equal to one through a continuous compensation between $D O K$ and $C h f$ since $P c^{2}=D O K-C h f=D O K+M C h f=1=P c$ in the $C P P$. This compensation is from the instant $n=0$ (at the beginning of the random sampling and simulation) where $P_{r}\left(\Xi_{c}\right)=0$ until the instant of convergence $n$ (at the end of the random sampling and simulation) where $\operatorname{Pr}\left(\Xi_{c}\right)=1$. That means also that the simulation which is considered to be stochastic and random in the set $\mathcal{R}$ is now certain and deterministic in the set $\boldsymbol{\mathcal { C }}=\boldsymbol{R}+\boldsymbol{\mathcal { M }}$, and this after taking into account the contributions of $\mathcal{M}$ to the experiment occurring in $\mathscr{R}$ and thus after eliminating and subtracting the chaotic factor from the degree of our knowledge in the equation above.

Hence and finally, what is crucial and original here, is that we have illustrated using all the simulations and graphs the convergence in CLT using CPP axioms and tools as proved in section 7.3.

## X. Conclusion and Perspectives

In the current research work, the original extended Kolmogorov model of eight axioms (EKA) was connected and applied to the classical Central Limit Theorem. Thus, a tight link between CLT and the novel paradigm was executed. Consequently, the model of "Complex Probability" was more expanded beyond the scope of my fourteen earlier research studies on this subject.

Additionally, and in the novel $C P P$ paradigm, the probabilities of convergence and divergence in the $C L T$ procedure that correspond to each iteration cycle or sample size $n$ have been determined in the three sets of probabilities which are $\boldsymbol{R}, \boldsymbol{\mathcal { M }}$, and $\boldsymbol{e}$ by $P_{r}, P_{m}$, and $P c$ respectively. Accordingly, at each instance of $n$, the novel $C L T$ and $C P P$ parameters $P_{r}, P_{m}, P_{m} / i, D O K, C h f$, $M C h f, P c$, and $Z$ are perfectly and surely predicted in the set of complex probabilities $\mathcal{C}=\mathscr{R}+\mathcal{M}$ with $P c$ kept as equal to 1 continuously and permanently. Also, using all these shown simulations and obtained graphs all over the entire research paper, we can visualize and quantify both the certain knowledge (expressed by $D O K$ and $P c$ ) and the system chaos and stochastic influences and effects (expressed by Chf and MChf) of CLT. Furthermore, it is important to state here that we have proved $C L T$ in a novel and original way and this by using $C P P$ axioms and tools. This is
definitely very wonderful, fruitful, and fascinating and demonstrates once again the advantages of extending the five axioms of probability of Kolmogorov and thus the benefits and novelty of this original theory in applied mathematics and prognostics that can be called verily: "The Complex Probability Paradigm".

As a prospective and future challenges and research, we intend to more develop the novel conceived prognostic paradigm and to apply it to a diverse set of nondeterministic events like for other stochastic phenomena as in the classical theory of probability and in stochastic processes. Additionally, we will implement $C P P$ more to the field of prognostic in engineering and also to the problems of random walk which have huge consequences when applied to economics, to chemistry, to physics, to pure and applied mathematics.

## Data Availability

The data used to support the findings of this study are available from the author upon request.

## Conflicts of Interest

The author declares that there are no conflicts of interest regarding the publication of this paper.

## References

[1] Montgomery, D. C., \& Runger, G. C. (2014). Applied Statistics and Probability for Engineers (6th ed.). Wiley. pp. 241. ISBN 9781118539712.
[2] Henk, T. (2004). Understanding Probability: Chance Rules in Everyday Life. Cambridge: Cambridge University Press. pp. 169. ISBN 0-521-54036-4.
[3] Galton, F. (1889). Natural Inheritance. pp. 66.
[4] Pólya, G. (1920). "Über den zentralen Grenzwertsatz der Wahrscheinlichkeitsrechnung und das Momentenproblem" [On the central limit theorem of probability calculation and the problem of moments]. Mathematische Zeitschrift (in German). 8 (3-4). pp. 71-181.
doi:10.1007/BF01206525.
[5] Le Cam, L. (1986). "The central limit theorem around 1935". Statistical Science. 1 (1). pp. 78-91. doi:10.1214/ss/1177013818.
[6] Hald, A. A History of Mathematical Statistics from 1750 to 1930 (PDF). Gbv.de. chapter 17. ISBN 978-0471179122.
[7] Fischer, H. (2011). A History of the Central Limit Theorem: From Classical to Modern Probability Theory. Sources and Studies in the History of Mathematics and Physical Sciences. New York: Springer. doi:10.1007/978-0-387-87857-7. ISBN 978-0-387-878560.
MR 2743162. Zbl 1226.60004. (Chapter 2: The Central Limit Theorem from Laplace to Cauchy: Changes in Stochastic Objectives and in Analytical Methods, Chapter 5.2: The Central Limit Theorem in the Twenties)
[8] Bernstein, S. N. (1945). "On the Work of P. L. Chebyshev in Probability Theory". In Bernstein, S. N. (ed.). Nauchnoe Nasledie P. L. Chebysheva. Vypusk Pervyi: Matematika [The Scientific Legacy of P. L. Chebyshev. Part I: Mathematics] (in Russian). Moscow \& Leningrad: Academiya Nauk SSSR. pp. 174.
[9] Wolfram, S. (2002). A New Kind of Science. Wolfram Media, Inc. pp. 977.
ISBN 1-57955-008-8.
[10] Hodges, A. (1983). Alan Turing: The Enigma. London: Burnett Books. pp. 87-88.
ISBN 0091521300.
[11] Zabell, S. L. (2005). Symmetry and Its Discontents: Essays on the History of Inductive Probability. Cambridge University Press. pp. 199. ISBN 0-521-44470-5.
[12] Aldrich, J. (2009). "England and Continental Probability in the Inter-War Years". Electronic Journal for History of Probability and Statistics. 5 (2). Section 3.
[13] Wikipedia, the free encyclopedia, Central Limit Theorem. https://en.wikipedia.org/
[14] Wikipedia, the free encyclopedia. Probability. https://en.wikipedia.org/
[15] Wikipedia, the free encyclopedia, Probability Axioms. https://en.wikipedia.org/
[16] Wikipedia, the free encyclopedia, Probability Density Function. https://en.wikipedia.org/
[17] Wikipedia, the free encyclopedia, Probability Distribution. https://en.wikipedia.org/
[18] Wikipedia, the free encyclopedia. Probability Interpretations. https://en.wikipedia.org/
[19] Wikipedia, the free encyclopedia, Probability Measure. https://en.wikipedia.org/
[20] Wikipedia, the free encyclopedia, Probability Space. https://en.wikipedia.org/
[21] Wikipedia, the free encyclopedia, Probability Theory. https://en.wikipedia.org/
[22] Wikipedia, the free encyclopedia, Stochastic Process. https://en.wikipedia.org/
[23] Abou Jaoude, A., El-Tawil, K., \& Kadry, S. (2010). "Prediction in Complex Dimension Using Kolmogorov's Set of Axioms", Journal of Mathematics and Statistics, Science Publications, vol. 6(2), pp. 116-124.
[24] Abou Jaoude, A. (2013)."The Complex Statistics Paradigm and the Law of Large Numbers", Journal of Mathematics and Statistics, Science Publications, vol. 9(4), pp. 289-304.
[25] Abou Jaoude, A. (2013). "The Theory of Complex Probability and the First Order Reliability Method", Journal of Mathematics and Statistics, Science Publications, vol. 9(4), pp. 310-324.
[26] Abou Jaoude, A. (2014). "Complex Probability Theory and Prognostic", Journal of Mathematics and Statistics, Science Publications, vol. 10(1), pp. 1-24.
[27] Abou Jaoude, A. (2015). "The Complex Probability Paradigm and Analytic Linear Prognostic for Vehicle Suspension Systems", American Journal of Engineering and Applied Sciences, Science Publications, vol. 8(1), pp. 147-175.
[28] Abou Jaoude, A. (2015). "The Paradigm of Complex Probability and the Brownian Motion", Systems Science and Control Engineering, Taylor and Francis Publishers, vol. 3(1), pp. 478-503.
[29] Abou Jaoude, A. (2016). "The Paradigm of Complex Probability and Chebyshev's Inequality", Systems Science and Control Engineering, Taylor and Francis Publishers, vol. 4(1), pp. 99-137.
[30] Abou Jaoude, A. (2016). "The Paradigm of Complex Probability and Analytic Nonlinear Prognostic for Vehicle Suspension Systems", Systems Science and Control Engineering, Taylor and Francis Publishers, vol. 4(1), pp. 99-137.
[31] Abou Jaoude, A. (2017). "The Paradigm of Complex Probability and Analytic Linear Prognostic for Unburied Petrochemical Pipelines", Systems Science and Control Engineering, Taylor and Francis Publishers, vol. 5(1), pp. 178-214.
[32] Abou Jaoude, A. (2017). "The Paradigm of Complex Probability and Claude Shannon's Information Theory", Systems Science and Control Engineering, Taylor and Francis Publishers, vol. 5(1), pp. 380-425.
[33] Abou Jaoude, A. (2017). "The Paradigm of Complex Probability and Analytic Nonlinear Prognostic for Unburied Petrochemical Pipelines", Systems Science and Control Engineering, Taylor and Francis Publishers, vol. 5(1), pp. 495-534.
[34] Abou Jaoude, A. (2018). "The Paradigm of Complex Probability and Ludwig Boltzmann's Entropy", Systems Science and Control Engineering, Taylor and Francis Publishers, vol. 6(1), pp. 108-149.
[35] Abou Jaoude, A. (2019). "The Paradigm of Complex Probability and Monte Carlo Methods", Systems Science and Control Engineering, Taylor and Francis Publishers, vol. 7(1), pp. 407-451. [36] Abou Jaoude, A. (2020). "Analytic Prognostic in the Linear Damage Case Applied to Buried Petrochemical Pipelines and the Complex Probability Paradigm", Fault Detection, Diagnosis and Prognosis, IntechOpen. DOI: 10.5772/intechopen. 90157.
[37] Benton, W. (1966). Probability, Encyclopedia Britannica. vol. 18, pp. 570-574, Chicago, Encyclopedia Britannica Inc.
[38] Benton, W. (1966). Mathematical Probability, Encyclopedia Britannica. vol. 18, pp. 574579, Chicago, Encyclopedia Britannica Inc.
[39] Feller, W. (1968). An Introduction to Probability Theory and Its Applications. $3^{\text {rd }}$ Edition. New York, Wiley.
[40] Walpole, R., Myers, R., Myers, S., \& Ye, K. (2002). Probability and Statistics for Engineers and Scientists. $7^{\text {th }}$ Edition, New Jersey, Prentice Hall.
[41] Freund, J. E. (1973). Introduction to Probability. New York: Dover Publications.
[42] Srinivasan, S. K., \& Mehata, K. M. (1988). Stochastic Processes. $2^{\text {nd }}$ Edition, New Delhi, McGraw-Hill.
[43] Stewart, I. (2002). Does God Play Dice? $2^{\text {nd }}$ Edition. Oxford, Blackwell Publishing.
[44] Stewart, I. (1996). From Here to Infinity (2 ${ }^{\text {nd }}$ ed.). Oxford: Oxford University Press.
[45] Stewart, I. (2012). In Pursuit of the Unknown. New York: Basic Books.
[46] Barrow, J. (1992). Pi in the Sky. Oxford: Oxford University Press.
[47] Bogdanov, I., \& Bogdanov, G. (2009). Au Commencement du Temps. Paris : Flammarion.
[48] Bogdanov, I., \& Bogdanov, G. (2010). Le Visage de Dieu. Paris : Editions Grasset et Fasquelle.
[49] Bogdanov, I., \& Bogdanov, G. (2012). La Pensée de Dieu. Paris : Editions Grasset et Fasquelle.
[50] Bogdanov, I., \& Bogdanov, G. (2013). La Fin du Hasard. Paris : Editions Grasset et Fasquelle. [51] Van Kampen, N. G. (2006). Stochastic Processes in Physics and Chemistry. Revised and Enlarged Edition, Sydney, Elsevier.
[52] Bell, E. T. (1992). The Development of Mathematics. New York, Dover Publications, Inc., United States of America.
[53] Boursin, J.-L. (1986). Les Structures du Hasard. Paris, Editions du Seuil.
[54] Dacunha-Castelle, D. (1996). Chemins de l'Aléatoire. Paris, Flammarion.
[55] Dalmedico-Dahan, A., Chabert, J.-L, \& Chemla, K. (1992). Chaos Et Déterminisme. Paris, Edition du Seuil.
[56] Ekeland, I. (1991). Au Hasard. La Chance, la Science et le Monde. Paris, Editions du Seuil.
[57] Gleick, J. (1997). Chaos, Making a New Science. New York, Penguin Books.
[58] Dalmedico-Dahan, A., \& Peiffer, J. (1986). Une Histoire des Mathématiques. Paris, Edition du Seuil.
[59] Gullberg, J. (1997). Mathematics from the Birth of Numbers. New York, W.W. Norton \& Company.
[60] Science Et Vie. (1999). Le Mystère des Mathématiques. Numéro, 984.
[61] Davies, P. (1993). The Mind of God. London: Penguin Books.
[62] Gillies, D. (2000). Philosophical Theories of Probability. London: Routledge. ISBN 9780415182768.
[63] Guillen, M. (1995). Initiation Aux Mathématiques. Albin Michel. Paris.
[64] Hawking, S. (2002). On the Shoulders of Giants. London: Running Press.
[65] Hawking, S. (2005). God Created the Integers. London: Penguin Books.
[66] Hawking, S. (2011). The Dreams that Stuff is Made of. London: Running Press.
[67] Pickover, C. (2008). Archimedes to Hawking. Oxford: Oxford University Press.
[68] Gentle, J. (2003). Random Number Generation and Monté Carlo Methods ( $2^{\text {nd }}$ ed.). Sydney: Springer.
[69] Wikipedia, the free encyclopedia, De Moivre-Laplace Theorem. https://en.wikipedia.org/ [70] Walker, H. M. (1985). "De Moivre on the law of normal probability" (PDF). In Smith, David Eugene (ed.). A source book in mathematics. Dover. pp. 78. ISBN 0-486-64690-4.
[71] Papoulis, A., Pillai, S. U. (2002). Probability, Random Variables, and Stochastic Processes (4th ed.). Boston: McGraw-Hill. ISBN 0-07-122661-3.
[72] Wikipedia, the free encyclopedia, Poisson Distribution. https://en.wikipedia.org/
[73] Haight, F. A. (1967). Handbook of the Poisson Distribution, New York, NY, USA: John Wiley \& Sons, ISBN 978-0-471-33932-8.
[74] Yates, R. D., \& Goodman, D. J. (2014). Probability and Stochastic Processes: A Friendly Introduction for Electrical and Computer Engineers (2nd ed.), Hoboken, USA: Wiley, ISBN 978-0-471-45259-1
[75] Prins, J. (2012). "6.3.3.1. Counts Control Charts", e-Handbook of Statistical Methods, NIST/SEMATECH, retrieved 2019-09-20.
[76] Abou Jaoude, A. (2019). The Computer Simulation of Monté Carlo Methods and Random Phenomena. United Kingdom: Cambridge Scholars Publishing.
[77] Abou Jaoude, A. (2019). The Analysis of Selected Algorithms for the Stochastic Paradigm. United Kingdom: Cambridge Scholars Publishing.
[78] Abou Jaoude, A. (August $1^{\text {st }} 2004$ ). Ph.D. Thesis in Applied Mathematics: Numerical Methods and Algorithms for Applied Mathematicians. Bircham International University. http://www.bircham.edu.
[79] Abou Jaoude, A. (October 2005). Ph.D. Thesis in Computer Science: Computer Simulation of Monté Carlo Methods and Random Phenomena. Bircham International University. http://www.bircham.edu.
[80] Abou Jaoude, A. (27 April 2007). Ph.D. Thesis in Applied Statistics and Probability: Analysis and Algorithms for the Statistical and Stochastic Paradigm. Bircham International University. http://www.bircham.edu.
[81] Chan Man Fong, C. F., De Kee, D., \& Kaloni, P.N. (1997). Advanced Mathematics for Applied and Pure Sciences. Amsterdam, Gordon and Breach Science Publishers, The Netherlands.
[82] Stepić, A. I., \& Ognjanović, Z. (2014). "Complex Valued Probability Logics", Publications De L'institut Mathématique, Nouvelle Série, tome 95 (109), pp. 73-86, DOI: 10.2298/PIM1409073I.
[83] Cox, D. R. (1955). "A Use of Complex Probabilities in the Theory of Stochastic Processes", Mathematical Proceedings of the Cambridge Philosophical Society, 51, pp. 313-319.
[84] Weingarten, D. (2002). "Complex Probabilities on $R^{N}$ as Real Probabilities on $C^{N}$ and an Application to Path Integrals". Physical Review Letters, 89, 335. http://dx.doi.org/10.1103/PhysRevLett.89.240201.
[85] Youssef, S. (1994). "Quantum Mechanics as Complex Probability Theory". Modern Physics Letters A 9, pp. 2571-2586.
[86] Fagin, R., Halpern, J., \& Megiddo, N. (1990). A Logic for Reasoning about Probabilities. Information and Computation 87, pp. 78-128.
[87] Bidabad, B. (1992). Complex Probability and Markov Stochastic Processes. Proc. First Iranian Statistics Conference, Tehran, Isfahan University of Technology.
[88] Ognjanović, Z., Marković, Z., Rašković, M., Doder, D., \& Perović, A. (2012). A Probabilistic Temporal Logic That Can Model Reasoning About Evidence. Annals of Mathematics and Artificial Intelligence, 65, pp. 1-24.
[89] Hahn, J., Kuersteiner, G., \& Mazzocco, M. (2020). Central Limit Theory for Combined CrossSection and Time Series. arXiv:1610.01697v3 [stat.ME].
[90] Grotto, F., Romito, M. (2020). A Central Limit Theorem for Gibbsian Invariant Measures of $2 D$ Euler Equations. Commun. Math. Phys. https://doi.org/10.1007/s00220-020-03724-1.
[91] Avanzi, Benjamin and Boglioni Beaulieu, Guillaume and Lafaye de Micheaux, Pierre and Wong, Bernard (2020). A Counterexample to the Central Limit Theorem for Pairwise Independent Random Variables Having a Common Absolutely Continuous Arbitrary Margin. UNSW Business School Research Paper Forthcoming. Available at SSRN: https://ssrn.com/abstract=3547890 or http://dx.doi.org/10.2139/ssrn. 3547890.
[92] Islam, M. R. (2018). Sample Size and Its Role in Central Limit Theorem (CLT). International Journal of Physics \& Mathematics, 1(1), 37-47. https://doi.org/10.31295/ijpm.v1n1.42.
[93] Peng, S. (2019). Law of Large Numbers and Central Limit Theorem Under Nonlinear Expectations. Probab Uncertain Quant Risk 4, 4. https://doi.org/10.1186/s41546-019-0038-2.
[94] Aleksandra Dimić, \& Borivoje Dakić (2018). On the Central Limit Theorem for Unsharp Quantum Random Variables. New Journal of Physics, Volume 20, June 2018.
[95] Zhicheng Chen, \& Xinsheng Liu (2020). Almost Sure Limit Theorems for Multivariate General Standard Normal Sequences and Applications. Mathematical Problems in Engineering, volume 2020, Article ID 3945946, Hindawi.

